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Introduction

Nothing takes place in the world whose meaning is not that of some maximum or minimum.

Leonhard Euler

One of the major use of mathematics in the real world is solving problems as efficiently as possible. Finding optimal result under given circumstances is called optimization. It is present in almost every area of application and embedded as a fundamental approach in the analysis of decision making problems as well as in the analysis of physical, technical and many other systems. In business setting, investors seek to maximize profit, whereas to minimize loss and risk. While designing technical systems, engineers seek to optimize performance of their designs, to minimize effort or to maximize benefit.

An optimization problem is given in a form of minimizing or maximizing some objective function of one or several variables, possibly subject to constraints on these variables. In majority cases, obtaining optimal solution of optimization problem is very hard, expensive or even impossible. Optimization techniques are used to find an approximation of the optimal solution. Wide variety of numerical optimization methods have been developed for different types of problems. More than sixty years ago, the most of proposed optimization methods were deterministic. Deterministic methods assume a perfect information about the objective function and its derivatives. However, almost all real world problems are faced with
uncertainty and involve parameters which are unknown at the time of formulation. For example, making investment decisions in order to increase profit usually depends on future interest rates, future demands and future prices. As a consequence, mathematical models cannot be fully specified since the future outcomes are not deterministic. Minimization and maximization of a function with the presence of randomness are refereed to stochastic optimization. Randomness can enter the problem through the objective function or through the set of constraints. Stochastic optimization algorithms have been growing rapidly in popularity over the last years and have become widely available, [56]. Like in deterministic case, there is no single method available for solving all optimization problems efficiently.

Within the thesis we consider unconstrained minimization problems in noisy environment. In this set-up, the objective function and its gradient are random, i.e., disturbed by the random variables (stochastic noises). This means that only noisy observations of the objective function and its gradient are available. Noisy environment is modelled by adding a random variable and a random vector to the true values of the objective function and its gradient, respectively. The fundamental approach for solving unconstrained minimization problem in noisy environment is Stochastic Approximation (SA) algorithm. It is originally proposed for finding roots of nonlinear scalar function by Robbins and Monro, [45], and later extended to multidimensional systems by Blum, [5]. Iterative rule of SA algorithm is motivated by deterministic gradient decent method and uses only noisy gradient observation. Various modifications of SA algorithm are proposed to improve and accelerate the optimization process, [1, 4, 11, 24, 29, 30, 42, 55, 65, 67, 68]. These modifications are based on the step size and/or search direction selection which are fundamental issues in the iterative rule of the SA algorithm.

In the thesis, we focus on modifications of SA algorithm based on adaptive step sizes. The first SA algorithm with adaptive step size scheme is proposed by Kesten, [24], for one dimensional case and by Delyon and Juditsky, [11], for multidimensional problems. These adaptive step size schemes are based on monitoring frequency of sign changes of the differences between two successive iterates. We propose a class of adaptive step size schemes
for SA algorithms based only on previously observed noisy function values. Two main schemes are proposed. In both schemes, at each iterate, interval estimates of the optimal function value are constructed using fixed number of previously observed (noisy) function values. If the observed (noisy) function value in \( k \)th iterate is smaller than the lower limit of the interval, we consider this scenario as a good one, since it represents a sufficient decrease of the objective function. In this case, we suggest using a larger step size in the next \((k + 1)\)th iterate. If the function value in \( k \)th iterate is larger than the upper limit of the interval, we reject the current iterate by taking zero step size in the next iterate. Similar approach is implemented in [55, 66]. Otherwise, if the function value lies in the interval, we propose a small safe step size. In this manner, a faster progress of the algorithm is ensured when it is expected that larger steps will improve the performance of the algorithm. The proposed schemes differ in the intervals that we construct at each iterate. In the first scheme, we drew our inspiration from the interval estimation theory. We construct a symmetrical interval that can be viewed as a confidence-like interval for the optimal function value. The bounds of the interval are shifted means of the fixed number of previously observed function values. We suggest taking a value comparable to the standard deviation of the noise for the width of the interval. The generalization of this scheme is also presented. In the second scheme, we have used the Extreme Value Statistics to construct the intervals. For the lower and upper bounds of the interval, we suggest a minimum and a maximum of previous noisy function values, respectively. Using the proposed schemes, the generated sequences of step sizes are sequences of discrete random variables. However, they still keep desirable properties for the convergence in a stochastic sense. The almost sure convergence of SA algorithms with the proposed step size schemes is achieved under certain set of assumptions. A special case when the descent direction is a quasi-Newton direction is discussed separately.

The outline of the thesis is as follows. Fundamentals of numerical optimization are given in Chapter 1 while overview of optimization in noisy environment is presented in Chapter 2. The new adaptive step size schemes for SA algorithms are proposed in Chapter 3. Properties of the generated step size sequences are analysed. Convergence theory of the SA algorithms
with the new step size schemes is developed. The results of numerical ex-
periments are given in Chapter 4. They verify efficiency of the proposed
algorithms in comparison to classical SA algorithm as well as to other rel-
evant adaptive SA algorithms.
Acknowledgement

During my studies, I have been encouraged and inspired by many people. Here I would like to take an opportunity to express my gratitude for their contribution in my academic development.

Undertaking this PhD would not have been possible without patient guidance, motivation and a lot of useful advice that I received from my advisor, Prof. Dr. Zorana Lužanin. I would like to thank her for believing in me and helping me to grow as a person, teacher and researcher. The person who is equally important for my academic development is Prof. Dr. Nataša Krejić. I am deeply grateful for all invaluable advice, understanding and endless support she has provided me. A very special thanks goes to Prof. Dr. Irena Stojkovska. I am very lucky to have so inspiring and enthusiastic co-author who has cared so much about my work. Moreover, I would like to thank Prof. Dr. Sanja Rapajić for her time, effort and valuable comments regarding this thesis. I am grateful to Prof. Dr. Mirko Savić and Prof. Dr. Andreja Tepavčević for providing me the continuous support during all these years. I would also like to thank Dr. Zoran Ovcin for helping me with Matlab issues.

Finally, I would like to thank my mother Snežana, sister Nataša and Milan for all their love and encouragement.
Contents

Introduction 1

1 Preliminaries on Optimization 11
   1.1 Problem Statement ................................. 11
   1.2 Optimality Conditions ............................... 12
   1.3 Overview of Algorithms .............................. 14
      1.3.1 Gradient Descent Algorithm .................... 18
      1.3.2 Newton’s Algorithm ............................. 19
      1.3.3 Quasi-Newton Algorithm ........................ 20

2 Stochastic Approximation 24
   2.1 Optimization in Noisy Environment .................. 24
   2.2 Stochastic Approximation ............................ 26
   2.3 Stochastic Approximation with Descent Direction .... 30
   2.4 Stochastic Approximation with Line Search ........... 32
   2.5 Stochastic Approximation with Adaptive Step Sizes ... 36
      2.5.1 Accelerated Stochastic Approximation ............. 36
      2.5.2 Switching Stochastic Approximation ............... 38

3 Stochastic Approximation with New Adaptive Step Sizes 40
   3.1 Preliminaries ......................................... 41
   3.2 Mean-Sigma Stochastic Approximation .................. 42
      3.2.1 Step Size Scheme ................................ 43
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>Percentages of successful, partially successful and divergent runs, $s = 0.4$</td>
<td>81</td>
</tr>
<tr>
<td>4.2</td>
<td>Percentages of successful, partially successful and divergent runs, $s = 1$</td>
<td>81</td>
</tr>
<tr>
<td>4.3</td>
<td>Performance profile, $s = 0.4$</td>
<td>82</td>
</tr>
<tr>
<td>4.4</td>
<td>Performance profile, $s = 1$</td>
<td>82</td>
</tr>
</tbody>
</table>
## List of Tables

4.1 Test problems .................................................. 72  
4.2 Initialization of the parameters $a$, $A$ and $\alpha$ ........ 75  
4.3 Mean-Sigma: MSE(f) for Problems 1-10 .................. 76  
4.4 Mean-Sigma: MSE(f) for Problems 11-20 ............... 77  
4.5 Min-Max: MSE(f) for Problems 1-10 .................. 78  
4.6 Min-Max: MSE(f) for Problems 11-20 ............... 79  
4.7 MSE and MedianSE, $A = 0$ ............................... 86  
4.8 MSE and MedianSE, $A = 10$ .............................. 86  
4.9 MSE and MedianSE, $A = 100$ ............................. 87
Chapter 1

Preliminaries on Optimization

Begin at the beginning, the King said gravely, and go on till you come to the end: then stop.

Lewis Carroll, Alice in Wonderland

The chapter presents a short summary of numerical optimization. Optimality conditions that verify whether some point is the optimal solution are derived. The most important numerical algorithms for unconstrained optimization are presented and analysed. Also, some basic notations and review of significant results for easier reference are introduced. This chapter mostly relies on [40].

1.1 Problem Statement

Optimization problems are given in a form of minimizing or maximizing a function of one or several variables, possibly subject to constraints on these variables. Therefore, three ingredients are necessary to form optimization
problem: decision variable, objective function that we want to maximize or minimize and the set of constraints that needs to be satisfied. Identifying the objective function, variable and constraints depends on a given problem and represents the first step in the optimization process. It the thesis, we focus only on unconstrained minimization problems. Even though we are considering only a minimization problem, there is no fundamental difference between a minimization and a maximization problem. If we are interested in maximizing the function \( f(x) \), this would be equivalent to minimizing the function \( -f(x) \). So, it suffices just to think in terms of minimization problems.

The problem that we consider is given by

\[
\min_{x \in \mathbb{R}^n} f(x),
\]

(1.1)

where \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is continuously differentiable function. We assume that \( f(x) \) is nonlinear, possibly nonconvex and bounded from below.

### 1.2 Optimality Conditions

A point where the objective function \( f(x) \) reaches its lowest value is called a global minimizer of \( f(x) \). The formal definition is as follows.

**Definition 1** (Global minimizer) The point \( x^* \in \mathbb{R}^n \) is a global minimizer of \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) if \( f(x^*) \leq f(x) \) for all \( x \in \mathbb{R}^n \). If this inequality is strict, then \( x^* \) is a strict global minimizer.

According to the Definition 1, obtaining global minimizer requires some information about the function at every point. If it is difficult or impossible to find the global minimizer, then at least we would like to find a point where the function \( f(x) \) achieves the smallest value in the open neighbourhood of \( x^* \). Such point is called a local minimizer.

**Definition 2** (Local minimizer) The point \( x^* \in \mathbb{R}^n \) is a local minimizer of \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) if there is an open neighbourhood \( B \) of \( x^* \) such that \( f(x^*) \leq f(x) \) for all \( x \in B \). If this inequality is strict, then \( x^* \) is a strict local minimizer.
It seems that the only way to determine whether the point \( x^* \) is a local minimum is to examine all points in its neighbourhood and check whether some of them has smaller function value. Therefore, obtaining local minimum also requires information about the function at an infinite number of points. Since we assume \( f(x) \) to be a smooth function, there are more efficient ways to identify local minimum.

The first-order necessary conditions for optimality are the following.

**Theorem 1.2.1** \cite{40} (First-order necessary conditions) If \( x^* \) is a local minimizer and \( f(x) \) is continuously differentiable in an open neighbourhood \( B \) of \( x^* \), then \( \nabla f(x^*) = 0 \).

The point \( x^* \) which satisfies the condition \( \nabla f(x^*) = 0 \) is called a stationary point of the function \( f(x) \). Note that \( \nabla f(x^*) = 0 \) does not necessarily mean that \( x^* \) is a local minimizer. According to Theorem 1.2.1, any local minimizer must be a stationary point. The first derivatives do not provide enough information to claim whether the point is a minimizer, thus we need to make use of the second derivatives. We state the second-order necessary conditions below.

**Theorem 1.2.2** \cite{40} (Second-order necessary conditions) If \( x^* \) is a local minimizer of \( f(x) \) and \( \nabla^2 f(x) \) exists and is continuous in an open neighbourhood \( B \) of \( x^* \), then \( \nabla f(x^*) = 0 \) and \( \nabla^2 f(x^*) \) is positive semidefinite matrix.

The second-order sufficient conditions that guarantee that \( x^* \) is a local minimizer can be derived.

**Theorem 1.2.3** \cite{40} (Second-order sufficient conditions) Suppose that \( \nabla^2 f(x) \) is continuous in an open neighbourhood \( B \) of \( x^* \), \( \nabla f(x^*) = 0 \) and \( \nabla^2 f(x^*) \) is positive semidefinite. Then, \( x^* \) is a strict local minimizer of \( f \).

If conditions from Theorem 1.2.3 are satisfied, we can say that the point \( x^* \) is a local minimizer. Note that the second-order sufficient conditions guarantee that the point is a strict local minimizer. Also, note that the second-order sufficient conditions are not necessary. A point \( x^* \) may be a strict local minimizer, and yet may fail to satisfy the sufficient conditions.
1.3 Overview of Algorithms

In most situations, we are not likely to find directly a solution of the problem (1.1). Numerical algorithms for unconstrained optimization are used to find an approximation of the optimal solution. These algorithms are iterative methods. They start from some initial point \( x_0 \in \mathbb{R}^n \) and according to a certain iterative rule form a sequence of points \( \{x_k\}_{k \in \mathbb{N}} \). Elements of this sequence are called iterates and represent estimates of the optimal solution. The iterative rule is determined by a mapping \( \phi : \mathbb{R}^n \to \mathbb{R}^n \) such that \( x_{k+1} = \phi(x_k) \). Algorithms often use information about the objective function at the current iterate \( f(x_k) \), or sometimes use the sequence history \( x_0, ..., x_k \) to generate the next iterate, \( x_{k+1} \). Usually, we wish the mapping \( \phi(x) \) to generate a sequence of points such that a decrease in the objective function at each iterate is achieved. Algorithms with this property are called descent. Ideally, the generated sequence \( \{x_k\} \) converges to the optimal solution of the problem (1.1).

The initial point also has an important role in the optimization process. If an algorithm generates a sequence that converges to the optimal solution for an arbitrary starting point, then the algorithm is globally convergent. When we are able to localize the solution in some subset, the starting point should be chosen from that subset. In this case, if generated sequence converges to the optimal solution, the algorithm is locally convergent.

In practical implementations, algorithms are finite and use some termination criterion to stop generating a new iterate. They often stop when the problem has been solved with a desired accuracy, or when no further progress can be made. For example, the termination criteria can be reaching the maximum allowable number of iterates, maximum allowable number of function evaluations or gradient norm tolerance.

Through the thesis we consider algorithms of the following type - Algorithm 1.

The existing algorithms of this type differ in the way and on the criteria used to compute the search direction \( d_k \) and the step size \( a_k \). In this section we will discuss how to choose \( a_k \) and \( d_k \). There are two fundamental strategies for moving from the current iterate \( x_k \) to a new iterate \( x_{k+1} \), [40].
1.3 Overview of Algorithms

Algorithm 1: Directional Search Algorithm

Step 0. Initialization. Specify an initial point \( x_0 \in \mathbb{R}^n \).
Set \( k = 0 \).

Step 1. Direction selection. Determine the search direction \( d_k \).

Step 2. Step size selection. Choose the step size \( a_k > 0 \).

Step 3. Update iterate. Calculate \( x_{k+1} = x_k + a_k d_k \).

Step 4. If some termination criterion is satisfied, then stop.
Else, set \( k = k + 1 \) and go to Step 1.

These techniques are line search methods and trust region methods. In the thesis, we consider only line search methods. More about trust region methods can be found in [10, 40].

Assume that \( x_k \) is the current iterate. The line search method searches for a new iterate \( x_{k+1} \) with a lower function value along the line \( x_k + a d_k \). So, the algorithm first chooses a search direction \( d_k \) from the current point \( x_k \) and then computes the step \( a_k \) along the direction \( d_k \). The efficiency of the line search method depends on choices of both the direction \( d_k \) and the step length \( a_k \).

The ideal choice of the step size \( a_k \) is the global minimizer of the one-dimensional minimization problem

\[
\min_{a > 0} m(a) = f(x_k + ad_k).
\] (1.2)

It is often expensive to solve (1.2) exactly, thus algorithms find an approximate solution in practice. In cases where the solution can be found exactly, the methods are called exact line search methods. In practice, we do not want to spend too much time on searching the step size. Typical line search algorithms try out a sequence of candidate values for the step size and accept one of these values when certain conditions are satisfied,
As stated above, a simple condition we could impose on the step size $a_k$ is to require a reduction in the objective function

$$f(x_k + a_k d_k) < f(x_k).$$

(1.3)

The condition (1.3) is satisfied if $d_k$ is a descent direction. The direction $d_k$ is called descent direction if

$$\nabla f(x_k)^T d_k < 0. \quad \text{(1.4)}$$

Most line search algorithms require $d_k$ to be descent direction because this property guarantees that the function $f(x)$ can be reduced along this direction. However, this requirement is not enough to produce convergence. One way to achieve convergence of the line search methods is to make additional assumptions on both, the step size $a_k$ and the direction $d_k$. Since we want to decrease the function values, the step sizes should be small enough to get sufficient decrease and long enough to make progress. The most often used sufficient decrease condition is the Armijo rule

$$f(x_k + a_k d_k) \leq f(x_k) + \eta a_k \nabla f(x_k)^T d_k, \quad \text{(1.5)}$$

where $\eta \in (0, 1)$. In practice $\eta$ is usually set to $10^{-4}$. The curvature condition

$$\nabla f(x_k + a_k d_k)^T d_k \geq c \nabla f(x_k)^T d_k \quad \text{(1.6)}$$

where $0 < \eta < c < 1$, ensures that the step size is not too short. The conditions (1.5) and (1.6) together are called the Wolfe conditions. The condition (1.6) can be written as $m'(a_k) \geq m'(0)$. A step length may satisfy the Wolfe conditions without being particularly close to a minimizer of $m(a)$. Obtaining the step size that is in neighbourhood of the stationary point of function $m(a)$, can be done by imposing the strong Wolfe conditions. They consist of the Armijo condition (1.5) and

$$|\nabla f(x_k + a_k d_k)^T d_k| \leq c |\nabla f(x_k)^T d_k|$$

instead of (1.6).

The result of the existence of the step size sequence that satisfies the (strong) Wolfe conditions is given in the next theorem.
1.3 Overview of Algorithms

Lemma 1.3.1 Suppose that the function $f : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable and let $d_k$ be a descent direction for the function $f(x)$ at the point $x_k$. Also, suppose that $f(x)$ is bounded below on $\{x_k + ad_k | a > 0\}$. If $0 < \eta < c < 1$, then there exist intervals of step lengths satisfying the (strong) Wolfe conditions.

Lemma 1.3.1 states that if the objective function $f(x)$ is smooth and bounded below, there exist the step sizes that satisfy the Wolfe conditions.

Now, we discuss requirements on the search direction. Denote by $\theta_k$ the angle between the direction $d_k$ and the negative gradient direction $-\nabla f(x_k)$ and define

$$\cos \theta_k = \frac{-\nabla f(x_k)^T d_k}{\|\nabla f(x_k)\| \|d_k\|}.$$

Theorem 1.3.1 (Zoutendijk theorem) Suppose that the function $f : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable on an open set $\mathcal{N}$ containing the level set $\mathcal{L} = \{x \in \mathbb{R}^n | f(x) \leq f(x_0)\}$ where $x_0$ is the initial iterate. Furthermore, suppose that the gradient $\nabla f(x)$ is Lipschitz continuous on $\mathcal{N}$ and that $d_k$ is a descent search direction. Also, suppose that $f(x)$ is bounded below on $\mathbb{R}^n$ and that the step size $a_k$ satisfies the Wolfe conditions. Then,

$$\sum_{k \geq 0} \cos^2 \theta_k \|\nabla f(x_k)\|^2 < \infty.$$

This result also holds for the strong Wolfe conditions. Zoutendijk theorem implies that

$$\lim_{k \to \infty} \cos^2 \theta_k \|\nabla f(x_k)\|^2 = 0.$$

Therefore, if we have a sequence of search directions $d_k$ such that there exists a positive constant $\delta$ such that $\cos \theta_k \geq \delta$ for all $k$, then $\lim_{k \to \infty} \|\nabla f(x_k)\| = 0$. In other words, the gradient norms converge to zero, if the search directions are orthogonal with the gradient.

Next subsections are devoted to possible choices of the search direction.
1.3.1 Gradient Descent Algorithm

The most intuitive search direction is the negative gradient

\[ d_k = -\nabla f(x_k). \]  

(1.7)

The Algorithm [1] which uses the negative gradient direction (1.7) is called the Gradient descent algorithm. It is also called the Steepest descent algorithm because along this direction the objective function decreases most rapidly. Since we have assumed that \( f(x) \) is smooth, we can use the Taylor expansion to approximate the function value \( f(x_k + d) \). Observing only the first two terms of the Taylor series at the point \( x_k \), we have

\[ f(x_k + d) \approx f(x_k) + \nabla f(x_k)^T d. \]  

(1.8)

The idea is to minimize the approximation (1.8) to obtain the search direction. Restricting the direction to be in the unit ball, solution of the problem

\[ \min_{||d||=1} \nabla f(x_k)^T d \]  

(1.9)

represents the unit direction of the most rapid decrease. The minimum of (1.9) is reached for \( d = -\nabla f(x_k)/||\nabla f(x_k)|| \) and this direction makes the smallest inner product with the gradient \( \nabla f(x_k) \). Consequently, unnormalized direction (1.7) is called the steepest descent direction. The negative gradient direction is orthogonal to the contour of objective function and satisfies descent direction condition unless \( x_k \) is a stationary point.

The following theorem ensures that under certain assumptions on \( f(x) \), Gradient descent algorithm with exact line search converges regardless of the initial starting point \( x_0 \), i.e., it exhibits global convergence.

**Theorem 1.3.2** [15] (Convergence of Gradient Descent Algorithm with Exact Line Search) Suppose that \( f(x) \) is continuously differentiable on the set \( L = \{ x \in \mathbb{R}^n | f(x) \leq f(x_0) \} \), where \( L \) is a closed and bounded set. Suppose further that the sequence \( \{x_k\} \) is generated by the Gradient descent algorithm with step size \( a_k \) obtained by the exact line search. Then, every accumulation point \( \bar{x} \) of the sequence \( \{x_k\} \) satisfies \( \nabla f(\bar{x}) = 0 \).
1.3 Overview of Algorithms

The Gradient descent algorithm is very applicable. The only cost is the cost of calculating the gradient at current iterate. However, it has several drawbacks. The main drawback is that it can be very slow. The convergence rate is at most linear. Even if we apply the exact line search, we cannot expect improvement of the convergence rate. Note that in terms of the Zountedijak theorem, \( \cos \theta_k = 1 \) for all \( k \).

There are many examples where the objective function \( f(x) \) is expensive and calculating gradient is hard or not available analytically. In these situations, approximations of the true gradient at each iterate are used. These methods are called gradient-free methods. Approximations via finite difference are the most frequently used. For example, the central finite difference estimator of gradient is given by

\[
\hat{\nabla} f(x_k) = \frac{f(x_k + he_1) - f(x_k - he_1)}{2h} \begin{bmatrix}
  f(x_k + he_2) - f(x_k - he_2) \\
  \vdots \\
  f(x_k + he_n) - f(x_k - he_n)
\end{bmatrix},
\]

where \( e_i \) denotes the vector with 1 on the \( i \)th place and zeros elsewhere and \( h > 0 \). Instead of parameter \( h \), a sequence of parameters \( \{h_k\}_{k \in \mathbb{N}} \) which usually tends to zero can be used to obtain more accurate approximation, [10].

1.3.2 Newton’s Algorithm

In this subsection, we assume that the objective function is twice continuously differentiable. Then, the objective function can be approximated around the current iterate \( x_k \) using the second order Taylor expansion

\[
f(x_k + d) \approx f(x_k) + \nabla f(x_k)^T d + \frac{1}{2} d^T \nabla^2 f(x_k) d. \tag{1.10}
\]

Our aim is to minimize the right hand side of (1.10) which is quadratic function of \( x \). Assuming that the Hessian \( \nabla^2 f(x_k) \) is nonsingular, differentiating right hand side of (1.10) with respect to \( x \) and setting the result
equal to zero, the Newton direction is derived

\[ d_k = -[\nabla^2 f(x_k)]^{-1}\nabla f(x_k). \] (1.11)

The direction (1.11) is a descent direction if the Hessian \( \nabla^2 f(x_k) \) is a positive definite matrix. The Algorithm 1 which uses Newton’s direction (1.11) is called Newton’s algorithm.

The classical Newton’s algorithm does not apply line search. It takes full Newton’s step \( a_k = 1 \) at each iterate.

Now, we state the main convergence result.

**Theorem 1.3.3** [40](Quadratic Convergence of Newton’s Algorithm) Suppose that \( f(x) \) is twice differentiable and that the Hessian \( \nabla^2 f(x) \) is Lipschitz continuous in a neighbourhood of a solution \( x^* \) at which the sufficient conditions are satisfied. Consider the sequence of iterates generated by Newton’s algorithm, \( \{x_k\} \). Then

(i) if the starting point \( x_0 \) is sufficiently close to \( x^* \), the sequence of iterates \( \{x_k\} \) converges to \( x^* \);

(ii) the rate of convergence of \( \{x_k\} \) is quadratic;

(iii) the sequence of gradient norms \( \{||\nabla f(x_k)||\} \) converges quadratically to zero.

### 1.3.3 Quasi-Newton Algorithm

If we compare the Gradient descent and Newton’s algorithm, the following conclusions can be drawn. The Gradient descent algorithm is much simpler than Newton’s algorithm because it reduces the computation costs. It is more expensive to evaluate the Hessian of \( f(x) \) than the gradient and each Hessian is used to solve only one linear system of equations in Newton’s algorithm. Also, when \( \nabla^2 f(x) \) is not positive definite, Newton’s direction may not even be defined, since \( [\nabla^2 f(x)]^{-1} \) may not exist. Even when it is defined, it may not satisfy the descent property in which case it is unsuitable
as a search direction. On the other side, the Gradient descent algorithm has a slower rate of convergence than Newton’s algorithm.

In order to overcome the shortcomings of both methods, algorithms that mimic Newton’s idea have been proposed. These algorithms use less expensive second-order approximations, but still outperform Gradient descent algorithm. The algorithms are called quasi-Newton algorithms and they are the most widely used for nonlinear optimization problems. There are many different quasi-Newton algorithms, but they are all based on approximating the Hessian by another matrix with lower evaluation and linear algebra costs.

Let us consider the following quadratic model of the objective function at current iterate $x_k$

$$q_k(d) = f_k + d^T \nabla f_k + \frac{1}{2} d^T B_k d,$$  \hspace{1cm} (1.12)

where $B_k$ is a symmetric positive definite approximation of the Hessian $\nabla^2 f(x_k)$ which is updated at each iterate and $f_k = f(x_k)$. The minimizer of (1.12) is called a quasi-Newton direction and it is given by

$$d_k = -B_k^{-1} \nabla f_k.$$  \hspace{1cm} (1.13)

At the next iterate $x_{k+1} = x_k + a_k d_k$, the model (1.12) becomes

$$q_{k+1}(d) = f_{k+1} + d^T \nabla f_{k+1} + \frac{1}{2} d^T B_{k+1} d.$$  

A logical condition is that $\nabla q_{k+1}$ should be equal to the gradient of the objective function at $x_{k+1}$ and $x_k$. Since $\nabla q_{k+1}(0) = \nabla f_{k+1}$, one condition is already satisfied. The other condition states that

$$\nabla q_{k+1}(-s_k) = \nabla q_{k+1}(-a_k d_k) = \nabla f_{k+1} - a_k B_{k+1} d_k = \nabla f_k.$$  

It follows that $B_k$ should satisfy the following equation

$$B_{k+1} s_k = y_k,$$  \hspace{1cm} (1.14)
where
\[ s_k = x_{k+1} - x_k \quad \text{and} \quad y_k = \nabla f_{k+1} - \nabla f_k. \]
The equation (1.14) is known as the secant equation. As \( B_{k+1} \) is symmetric and positive definite, multiplying the secant equation with \( s_k^T \) yields to
\[ 0 < s_k^T B_{k+1} s_k = s_k^T y_k. \]

It follows that \( s_k \) and \( y_k \) satisfy the curvature condition. This inequality does not hold in general, except for strongly convex functions. When the curvature condition is satisfied, the secant equation always has a solution \( B_{k+1} \) but does not provide unique solution. Therefore, additional conditions have to be imposed. Obtaining a unique \( B_{k+1} \) can be done by requiring \( B_{k+1} \) to be the closest matrix to the current matrix \( B_k \) in a norm among all symmetric matrices satisfying the secant equation. That is, \( B_{k+1} \) should be a solution to the following problem
\[ \min \| B - B_k \| \quad \text{subject to} \quad B^T = B, \quad Bs_k = y_k. \quad (1.15) \]

Depending on the used matrix norm, different updating formulas for \( B_{k+1} \) are obtained by solving problem (1.15). Using the weighted Frobenius norm, the Davidon-Fletcher-Powell (DFP) formula for updating approximation of the Hessian is obtained
\[ B_{k+1} = \left( E - \frac{1}{y_k^T s_k} y_k s_k^T \right) B_k \left( E - \frac{1}{y_k^T s_k} y_k s_k^T \right) + \frac{1}{y_k^T s_k} y_k y_k^T, \]
where \( E \) is the identity matrix.

Using the Sherman-Morrison-Woodbury formula, the inverse Hessian approximation \( H_k \approx [\nabla^2 f(x_k)]^{-1} \) can be derived. For the DFP update of \( B_k \), the inverse approximation is the following
\[ H_{k+1} = H_k - \frac{H_k y_k y_k^T H_k}{y_k^T H_k y_k} + \frac{s_k s_k^T}{y_k^T s_k}. \]

There are also other attractive updating formulas. The most used is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula, which is considered to
be the most effective of all quasi-Newton updating formulas. It is derived by solving the following problem

\[ \min \| H - H_k \| \quad \text{subject to} \quad H^T = H, \quad s_k = H y_k. \]

Using the weighted Frobenius norm just like in (1.15) the following unique solution is obtained

\[
H_{k+1} = (E - \frac{1}{y_k^T s_k} y_k s_k^T) H_k (E - \frac{1}{y_k^T s_k} y_k s_k^T) + \frac{1}{y_k^T s_k} s_k s_k^T.
\] (1.16)

The Algorithm which uses the direction (1.13), where \(B_k^{-1}\) is given by (1.16) is called the BFGS algorithm.

**Theorem 1.3.4** [40] (Convergence theorem; BFGS Algorithm) Suppose that \(f(x)\) is twice continuously differentiable. The level set \(L = \{ x \in \mathbb{R}^n | f(x) \leq f(x_0) \}\) is convex and there exist positive constants \(m\) and \(M\) such that

\[
m ||z||^2 \leq z^T \nabla^2 f(x) z \leq M ||z||^2,
\] (1.17)

for all \(z \in \mathbb{R}^n\) and \(x \in L\). Let \(B_0\) be any symmetric positive definite initial matrix and let \(x_0\) be a starting point for which (1.17) is satisfied. Then, the sequence \(\{x_k\}\) generated by BFGS Algorithm with \(a_k\) computed from a line search with Armijo rule converges to the minimizer \(x^*\) of \(f(x)\).

**Theorem 1.3.5** [40] (Superlinear convergence of the BFGS Algorithm) Suppose that \(f(x)\) is twice continuously differentiable and that the Hessian matrix \(\nabla^2 f(x)\) is Lipschitz continuous at a minimizer \(x^*\). Suppose also that the sequence \(\{x_k\}\) generated by the BFGS algorithm with \(a_k\) computed from a line search with Armijo rule converges to \(x^*\) and that

\[
\sum_{k=0}^{\infty} ||x_k - x^*|| < \infty
\]

holds. Then, \(\{x_k\}\) converges to \(x^*\) at a superlinear rate.
Chapter 2

Stochastic Approximation

Creativity is the ability to introduce order into the randomness of nature.

Eric Hoffer

In this chapter, fundamentals of stochastic optimization are presented. Unconstrained minimization problem in noisy environment is introduced and a general framework of stochastic approximation (SA) algorithm as core approach for solving the stated problem is presented. The most important modifications of SA algorithm, based on step size sequence and/or on search directions, are formulated. The most relevant theoretical results are stated.

2.1 Optimization in Noisy Environment

The collection of algorithms for minimizing or maximizing an objective function when uncertainty is involved refers to stochastic optimization. Nowadays, stochastic optimization algorithms have become standard approaches for solving challenging optimization problems.

Even though stochastic optimization refers to all optimization problems with involved randomness, unconstrained optimization problem in noisy en-
environment is considered in the thesis. In this set-up, true values of the objective function and its gradient are not available, but they are measurable with an error term of stochastic nature. The error term is called stochastic noise or simply noise in the literature. Hence, the objective function and its gradient depend on a random variable and a random vector, respectively, both of them belong to some probability space that might be known or unknown, depending on application.

A noise is present whenever physical system measurements or computer simulations are used for approximations. For example, it is present in problems of estimating quantiles or estimating Markov’s chain schemes, i.e., in problems where estimates are formed by Monte Carlo simulations according to a statistical distribution. Furthermore, it arises in problems where data are collected while the system is still operating or in problems where physical data are processed sequentially, with each sequential data point being used to estimate some average criterion, [56].

Let us formulate the problem statement now. We consider the minimization problem

$$\min_{x \in \mathbb{R}^n} f(x),$$

(2.1)

where $f : \mathbb{R}^n \to \mathbb{R}$ is a continuously differentiable, possibly nonconvex function bounded below on $\mathbb{R}^n$. Additionally, we assume that the objective function $f(x)$ and its gradient $\nabla f(x) = g(x)$ are disturbed by the noise. Denote by $\xi$ and $\varepsilon$ a random variable and a random vector, respectively, defined on a probability space $(\Omega, \mathcal{F}, P)$. Then, noisy observations of the objective function and its gradient are given at each $x \in \mathbb{R}^n$ by

$$F(x) = f(x) + \xi \quad \text{and} \quad G(x) = g(x) + \varepsilon,$$

where $\xi$ and $\varepsilon$ represent the random noise terms. Also, we assume that there is a unique solution $x^* \in \mathbb{R}^n$ of the problem (2.1).

For convenience, we use the following notation. We observe measurements of the objective function and its gradient at current iterate $x_k$

$$F_k = f_k + \xi_k \quad \text{and} \quad G_k = g_k + \varepsilon_k,$$

(2.2)
where $F_k = F(x_k)$, $f_k = f(x_k)$, $G_k = G(x_k)$ and $g_k = g(x_k)$. Note that in this set-up, the noise terms depend on $k$. It means that we allow noise-generating processes to change with $k$. In most real applications, noise usually occurs independently, satisfying the classical statistical assumptions of being independent and identically distributed (i.i.d.). Also, it is important to distinguish noisy measurement presented in (2.2) and the term noisy data which is often present in the literature. For instance, consider the least squares or maximum likelihood estimation problems. If we have available only noisy input data, it does not entail noisy measurements of the objective function and/or gradient in the estimation process. These problems are solved on noisy data sets, but the sum of squares and maximum likelihood function are deterministic. This is often called off-line estimation method, [56].

Like in deterministic case, iterative algorithms are used for finding an approximation of optimal solution of the problem (2.1). The presence of noise affects an optimization algorithm throughout the entire process and it might mislead the optimization process which can result in false optimal solution.

### 2.2 Stochastic Approximation

In this section, we introduce one of the first and most used optimization methods for solving (2.1). The method is known as Stochastic Approximation (SA) algorithm. Originally, SA algorithm is proposed in the pioneer work of Robbins and Monro, [45], for solving the root-finding problem

$$g(x) = 0,$$

where $g : \mathbb{R}^n \to \mathbb{R}^n$ and only noisy measurements of $g(x)$ are available. SA algorithm is also known as Robins-Monro algorithm in the literature. This approach can be utilized for solving the problem (2.1) if the function $g(x)$ is the gradient of the objective function $f(x)$. Thus, SA algorithm represents iterative stochastic optimization algorithm that attempts to find zeroes of a
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Nonlinear systems of equation or stationary points of functions which cannot be computed directly, but only estimated via noisy observations. The iterative rule of SA algorithm is motivated by the deterministic Gradient descent algorithm. For a given initial approximation $x_0$, SA algorithm can be written as

$$x_{k+1} = x_k - a_k G_k, \quad k = 0, 1, \ldots,$$

where $a_k > 0$. The sequence $\{a_k\}$ is called the sequence of step sizes or the gain sequence.

The rich convergence theory has been developed for the SA algorithm. Under suitable conditions, the convergence is achievable in a stochastic sense. Mean square convergence, $E[\|x_k - x^*\|^2] \to 0$ as $k \to \infty$, is established by Robbins and Monro, [45]. A stronger result, almost sure (a.s.) convergence is proved by Chen, [9] and Spall, [56].

The standard convergence conditions for the sequence $\{a_k\}$ are the following

$$a_k > 0 \forall k, \quad \sum_k a_k = \infty \quad \text{and} \quad \sum_k a_k^2 < \infty.$$  

The conditions (2.4) imply that the step size $a_k$ should decay neither too fast nor too slow. The condition $\sum_k a_k = \infty$ requires the step size sequence to approach zero sufficiently slow in order to avoid false convergence of the algorithm. The condition $\sum_k a_k^2 < \infty$ provides sufficiently fast decay of the step size sequence in order to avoid influence of the noise when the iterates are close to the optimal solution.

Denote by $\{x_k\}$ a sequence generated by SA algorithm (2.3) and denote by $\mathcal{F}_k$ the $\sigma$-algebra generated by $x_0, x_1, \ldots, x_k$. The set of standard convergence assumptions is the following.

A1 For any $\varepsilon > 0$ there exists a constant $\beta_\varepsilon > 0$ such that

$$\inf_{\|x - x^*\| > \varepsilon} (x - x^*)^T g(x) = \beta_\varepsilon > 0.$$

A2 The observation noise $(\varepsilon_k, \mathcal{F}_{k+1})$ is a martingale difference sequence with

$$E(\varepsilon_k | \mathcal{F}_k) = 0 \quad \text{and} \quad E[\|\varepsilon_k\|^2] < \infty \quad \text{a.s. for all } k,$$
where \( \{ \mathcal{F}_k \} \) is a family of non-decreasing \( \sigma \)-algebras.

**A3** There exists a constant \( c > 0 \) such that

\[
\|g(x)\|^2 + E(\|\varepsilon_k\|^2|\mathcal{F}_k) \leq c(1 + \|x - x^*\|^2) \quad \text{a.s. for all } k \text{ and } x \in \mathbb{R}^n.
\]

Assumption A1 gives a strong condition on the shape of the true gradient \( g(x) \). Assumption A2 represents a classical zero-mean noise condition. Under assumption A2, the noisy gradient \( G(x) \) is an unbiased estimator of the true gradient \( g(x) \). Assumption A3 provides restrictions on the magnitude of \( g(x) \), i.e., \( \|g(x)\|^2 \) and the variance elements of observation noise can not grow faster than a quadratic function of \( x \). By the zero-mean condition A2, the following relation can be obtained from assumption A3

\[
E(\|G_k\|^2|\mathcal{F}_k) \leq c(1 + \|x_k - x^*\|^2) \quad \text{a.s. for all } k.
\]

Finally, we state the main convergence result for the SA algorithm.

**Theorem 2.2.1** [9] Assume that A1-A3 hold. Let \( \{x_k\} \) be a sequence generated by SA algorithm (2.3), where the step size sequence \( \{a_k\} \) satisfies the conditions (2.4). Then, the sequence \( \{x_k\} \) converges to \( x^* \) a.s. for an arbitrary initial approximation \( x_0 \).

We also state the theorem of Robbins and Siegmund which is used in the proof of the Theorem 2.2.1.

**Theorem 2.2.2** [46] If \( U_k, \beta_k, \xi_k \) and \( \zeta_k, \ k = 1, 2, \ldots \) are nonnegative \( \mathcal{F}_k \)-measurable random variables such that

\[
E(U_{k+1}|\mathcal{F}_k) \leq (1 + \beta_k)U_k + \xi_k - \zeta_k, \quad k = 1, 2, \ldots
\]

then on the set \( \left\{ \sum_k \beta_k < +\infty, \sum_k \xi_k < +\infty \right\} \), \( U_k \) converges a.s. to a random variable and \( \sum_k \zeta_k < +\infty \) a.s.
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The conditions (2.4) are the most relevant conditions from user’s input point of view. The step size sequence is crucial for performance of the SA algorithm and it affects the convergence rate. A common example of a sequence that satisfies the conditions (2.4) is the scaled harmonic sequence

\[ a_k = \frac{a}{k+1}, \quad (2.5) \]

where \( a > 0 \). One of the most used sequences is the following generalization of the sequence (2.5)

\[ a_k = \frac{a}{(k+1)^\alpha}, \quad (2.6) \]

where \( a > 0 \) and \( 0.5 < \alpha \leq 1 \). In practical implementations, users have to choose the best values for \( a \) and \( \alpha \). Both of these sequences, (2.5) and (2.6), are designed to yield convergence of the SA algorithm. However, these step size sequences make the iterative process quite slow. The step sizes are proportional to \( 1/k \). Hence, they become small for large \( k \) and as a result, the progress is slow.

Under some regularity conditions, the asymptotic normality of iterates of the SA algorithm is proved, [16]. If the step sizes (2.6) are used, the following result can be obtained

\[ k^{\frac{\alpha}{2}} (x_k - x^*) \xrightarrow{d} N(0, \Sigma) \quad k \to \infty, \]

where \( \xrightarrow{d} \) denotes convergence in distribution, \( \alpha \) governs the decay rate for \( \{a_k\} \) and \( \Sigma \) denotes the covariance matrix dependent on the step size sequence \( \{a_k\} \) and on the Hessian \( H(x) \) of the function \( f(x) \). Therefore, iterates \( \{x_k\} \) have asymptotic normal distribution with mean \( x^* \) and covariance matrix \( \Sigma/k^\alpha \). The maximum convergence rate is obtained for \( \alpha = 1 \) when the step size has the standard form (2.6) under conditions (2.4).

Although being optimal, \( \alpha = 1 \) is not the best choice in the practical implementation. Taking a lower value of \( \alpha \) has a superior behaviour in finite time. In many situations, users choose a constant step size with \( \alpha = 0 \) to avoid small step sizes when \( k \) is large, [70]. The lower value of \( \alpha \) will provide larger steps when iterates are close to the solution. On the other
hand, a larger $a$ can produce unstable behaviour in early iterates when the
denominator is still small. If we take a smaller $a$, we will ensure stability
in earlier iterates, but have a slow progress later.

An asymptotically optimal step size can be obtained by minimizing the
covariance matrix $\Sigma$ and it is given by

$$a_k = \frac{||H(x^*)^{-1}||}{k+1},$$

where $H(x^*)$ is the Hessian of the function $f(x)$ at $x^*$, [3].

Spall, [55], has suggested introducing a stability constant $A \geq 0$ in the
denominator of the step size (2.6) to improve performance of the algorithm

$$a_k = \frac{a}{(k + 1 + A)\alpha}. \quad (2.7)$$

Choosing $A > 0$ in (2.7) allows taking a larger $a$ without risking unstable
behaviour in the early iterates. A reasonable choice for $A$ is about $5 - 10\%$
of the total number of expected or allowed iterates.

Due to its simplicity, SA algorithm has become popular among re-
searchers. Various modifications have been proposed to improve optimiza-
tion process and they are mainly based on the step size selection and/or
search direction. The following sections review some of the most important
modifications.

### 2.3 Stochastic Approximation with Descent Di-
rection

In Section [1.3] we have introduced the algorithms which use descent di-
rections. It is impossible to check the condition $g(x_k)^Td_k < 0$ in noisy
environment because only noisy measurements of the gradient are avail-
able. However, the idea of descent direction can be mimicked. We use the
definition of descent direction proposed in [30]. According to the definition,
the direction $d_k$ is a descent if

$$G_k^Td_k < 0, \quad (2.8)$$
where $G_k$ is the available noisy measurement given by (2.2). For a given initial approximation $x_0$, iterates of the descent direction SA algorithm are defined by

$$x_{k+1} = x_k + a_k d_k, \quad k = 0, 1, \ldots, \tag{2.9}$$

where $d_k$ satisfies (2.8) and $a_k > 0$. The gradient SA algorithm (2.3) is a special case of the algorithm (2.9).

Convergence of the descent direction SA algorithm (2.9) is also achievable in the stochastic sense. Instead of assumption A1, two additional assumptions on the direction $d_k$ are used.

Let $\{x_k\}$ be a sequence generated by descent direction SA algorithm (2.9) and $\mathcal{F}_k$ the $\sigma$-algebra generated by $x_0, x_1, \ldots, x_k$. The additional convergence conditions are the following:

A4 For all $k$, there exists $c_1 > 0$ such that direction $d_k$ satisfies

$$(x_k - x^*)^T E(d_k | \mathcal{F}_k) \leq -c_1 ||x_k - x^*|| \quad \text{a.s.}$$

A5 For all $k$, there exists $c_2 > 0$ such that

$$||d_k|| \leq c_2 ||G_k|| \quad \text{a.s.}$$

The assumption A4 limits the influence of noise on $d_k$ and it is analogous to assumption C4 used in [55]. On the other hand, the assumption A5 connects the available noisy gradient with descent direction. If $d_k = -G_k$, assumption A5 is satisfied with any $c_2 \geq 1$.

**Theorem 2.3.1** [30] Assume that A2-A5 hold. Let $\{x_k\}$ be a sequence generated by descent direction SA algorithm (2.9), where the step size sequence $\{a_k\}$ satisfies the conditions (2.4). Then the sequence $\{x_k\}$ converges to $x^*$ a.s. for an arbitrary initial approximation $x_0$.

Similar method, a descent direction form of SA algorithm, is studied by Bertsekas and Tsitsiklis, [4].
2.4 Stochastic Approximation with Line Search

The line search methods can significantly improve the performance of algorithms in deterministic framework. The implementation of the line search methods in noisy environment produces large step sizes, \[36, 57, 63, 64\]. The large step sizes can cause zig-zag behaviour or even lead the iterative sequence out of the solution’s neighbourhood. On the other hand, SA step sizes that satisfy the conditions (2.4) become very small very fast. The larger steps are advantageous in earlier stages when iterates are far away from the optimal solution. The smaller steps are desirable when the iterates are close to the solution, i.e., when the iterates reach some neighbourhood of the solution. The two-phase algorithms that consist of both algorithms, line-search and SA, are proposed in \[29, 30\]. These algorithms combine SA steps that satisfy conditions (2.4) and steps determined by the line search method. The line search rule is used at the initial stages of the optimization process and SA algorithm is used afterwards. The algorithms are formulated using the negative gradient direction and with the general descent direction.

Let us consider the gradient form of the two-phase algorithm. The algorithm is called Gradient Stochastic Line Search (GSLS) algorithm. The GSLS algorithm uses the Armijo line search rule adjusted for noisy environment given by

\[ F_k(x_k - a_k G_k) \leq F_k - \hat{c} a_k \|G_k\|^2, \]

where \( \hat{c} \) is a small positive constant. The algorithm switches from the line search to the SA method, if the following inequality is violated

\[ \|G_k\| \geq C, \]

where \( C \) is some positive constant.

The convergence analysis of the GSLS algorithm consists of two parts. The first part shows that there is a finite number of line search steps. After the line search step is executed in a finite number of steps, the algorithm switches to SA steps almost surely. The almost sure convergence of the proposed method is ensured due to infinitely many SA consecutive steps.
Algorithm 2: Gradient Stochastic Line Search (GSLS) Algorithm

Step 0. Choose $x_0 \in \mathbb{R}^n$, $\hat{c} \in (0, 1)$, $C, \delta(C) > 0$, and $\{a_k\}$ that satisfies (2.4). Set $k = 0$ and $p = 1$.

Step 1. Calculate $G_k$.

Step 2. If $p = 1$ then calculate $F_k$ and go to Step 3, else go to Step 4.

Step 3. If $\|G_k\| \geq C$ choose $\alpha > \delta(C)$ such that the inequality

$$F_k(x_k - \alpha G_k) \leq F_k - \hat{c} \alpha \|G_k\|^2$$

is satisfied, set $a_k = \alpha$ and go to Step 5.

Else set $p = 2$.

Step 4. Take $a_k$ from the predefined SA gain sequence.

Step 5. Define $x_{k+1} = x_k - a_k G_k$, set $k = k + 1$ and go to Step 1.
The additional convergence assumptions are the following.

A6 The gradient $g(x)$ is Lipschitz continuous, i.e., there exists a positive constant $L > 0$ such that $$\|g(x) - g(y)\| \leq L\|x - y\| \quad \text{for all } x, y \in \mathbb{R}^n.$$  

A7 Observation noises are bounded and there exists a positive constant $M$ such that $$\|\xi_k(x)\| \leq M, \quad \|\varepsilon_k(x)\| \leq M \text{ a.s.}$$  

Assumption A7 is similar to the one used by Wardi, [64].

Theorem 2.4.1 [29] Suppose that assumptions A1-A3 and A6-A7 hold and that the Hessian $\nabla f^2(x^*)$ exists and is nonsingular. Let $$C = \max\left\{\frac{4(1 - \tilde{c})}{\alpha \tilde{c}}, \frac{M + 2\sqrt{2ML} + 1}{1 - \tilde{c}}\right\},$$ where $$\alpha = \frac{(1 - \tilde{c})(2\sqrt{2ML} + 1)}{2L(M + 2\sqrt{2ML} + 1)}.$$  

Then, the sequence \{x_k\} generated by GSLS algorithm converges a.s. to $x^*$.

The two phases algorithm which uses a descent direction is called Descent stochastic line search (DSLS) algorithm, [30].

The authors use the descent direction given by (2.8) and the line search rule $$F_k(x_k + a_k d_k) \leq F_k + \tilde{c}a_k G_k^T d_k,$$ where $\tilde{c}$ is a small positive constant.

The convergence analysis of DDLS algorithm is analogous to the analysis of GSLS algorithm. Two additional assumptions, A8 and A9, common to the descent direction method in deterministic optimization, are imposed.
Algorithm 3: Descent Direction Line Search (DDLS) Algorithm

Step 0. Choose $x_0 \in \mathbb{R}^n$, $\bar{c} \in (0, 1)$, $C, \delta(C) > 0$, and $\{a_k\}$ that satisfies (2.4). Set $k = 0$ and $p = 1$.

Step 1. Take $d_k$ such that (2.8) holds.

Step 2. Select $a_k$.

Step 2.1. If $p = 1$ go to Step 2.2, else to Step 2.3.

Step 2.2. If $\|G_k\| \geq C$ chose $a_k > \delta(C)$ such that (2.10) holds. Go to Step 3. Else, $p=2$.

Step 2.3. Take $a_k$ from the predefined gain sequence.

Step 3. Define $x_{k+1} = x_k + a_k d_k$.

Step 4. Set $k = k + 1$ and go to Step 1.
A8 There exists a positive constant $\delta$ such that
\[ G_k^T d_k \leq -\delta \|G_k\| \|d_k\| \text{ a.s.} \]

A9 There exists a positive constant $\Delta \in (0, \Delta)$ such that
\[ \|d_k\| \geq \Delta \text{ a.s.} \]

The main convergence theorem is the following.

**Theorem 2.4.2** \([30]\) Suppose that assumptions A2-A9 hold. Let
\[ C \geq \max \left\{ \frac{2M + 1}{\alpha c_1 \delta \Delta}, \frac{M + 2\sqrt{2ML} + 1}{\delta (1 - \tilde{c})} \right\}, \]
where
\[ \alpha = \frac{\delta (1 - \tilde{c}) (2\sqrt{2ML} + 1)}{2Lc_3 (M + 2\sqrt{2ML} + 1)}. \]
Then, the sequence $\{x_k\}$ generated by DDLS algorithm converges a.s. to $x^*$.

### 2.5 Stochastic Approximation with Adaptive Step Sizes

#### 2.5.1 Accelerated Stochastic Approximation

One of the first algorithms with an adaptive step size scheme is Accelerated SA algorithm. It is introduced by Kesten, \([24]\), for problems in one dimension and extended to multidimensional case by Delyon and Judicky, \([11]\). Kesten’s idea is that frequent changes of the sign of the difference $x_{k+1} - x_k = a_k G_k$ indicate that the current iterate is near the optimal solution $x^*$. In this case, a smaller step size in the next iterate is proposed. If the changes are not frequent, a larger step size should be used in the next iterate.
The iterative sequence of the Accelerated SA algorithm is generated by the iterative rule of the gradient SA algorithm \([2.3]\) with the step sizes \(\{a_k\}\) defined by

\[
z_k = z_{k-1} + I(G_k^T G_{k-1} < 0)
\]

\[
a_k = a(z_k) \quad k = 1, 2, \ldots
\]

where \(z_0 = 0\), \(I(\cdot)\) stands for an indicator function and \(a(\cdot)\) is some deterministic sequence.

For example, the following step size sequence

\[
a_k = \frac{a}{z_k + 1}
\]

(2.11)

can be used, where \(a > 0\).

An almost sure convergence of the Accelerated SA algorithm is established under a certain set of assumptions, [11].

The most important issue in establishing convergence of the Accelerated SA algorithm is to show that infinitely many sign changes occur, i.e., that \(z_k \to \infty\) when \(k \to \infty\). The authors have obtained an estimate of the convergence rate of \(\frac{z_k}{k}\) which stands for the change of the sign frequency of \(G_k^T G_{k-1}\)

\[
\lim_{k \to \infty} \frac{z_k}{k} = P(\varepsilon_k^T \varepsilon_{k-1}) \to 0 \text{ a.s.}
\]

Under additional conditions, asymptotic normality of the Accelerated SA algorithm for the special choice of the step sizes (2.11) is established

\[
\sqrt{k}(x_k - x^*) \overset{d}{\to} N(0, V) \quad k \to \infty,
\]

where \(V\) is unique positive solution of certain Lyapunov equation, [11]. Thus, the Accelerated SA algorithm is an asymptotic equivalent to the SA algorithm.
2.5.2 Switching Stochastic Approximation

Kesten’s idea of adjusting the step sizes at each iterate has recently been modified by Xu and Dai. The switching step size scheme based on the quantity $\frac{z_k}{k}$ for the gradient SA algorithm (2.3) is proposed. The suggested step sizes are random variables that satisfy the condition (2.4) almost surely.

The switching step size scheme is defined by

$$a_k = \begin{cases} \frac{a}{(k+1+A)^\alpha}, & l_k \geq v \\ \frac{a}{(k+1+A)^\beta}, & l_k < v \end{cases},$$

(2.12)

where $l_k = |\frac{z_k}{k} - P(\epsilon_1^T \epsilon_2 < 0)|$, $0.5 \leq \alpha < \beta \leq 1$ and $v$ is a small positive constant.

According to (2.12), a relatively small value of $l_k$ indicates that the iterates are close to the solution and that a smaller step size should be used in the next iterate. If the value of $l_k$ is relatively large, the iterates are far away from the optimal solution and a larger step size should be used. The dividing criterion $l_k$ is formed using the probability $P(\epsilon_1^T \epsilon_2 < 0)$. In practice, this probability is unknown. Since it represents probability and belongs to the $[0, 1]$, authors propose taking $\frac{1}{2}$. When distribution of $\epsilon_1^T \epsilon_2$ is symmetric around zero, then $P(\epsilon_1^T \epsilon_2 < 0) = \frac{1}{2}$. The authors show that if $g(x_k) \to 0$, then $l_k \to 0$ in $L^2$. Almost sure convergence of $l_k$ is still an open problem.

The gradient SA algorithm generated by (2.3) with the step sizes scheme (2.12) is called the Switching SA algorithm. Almost sure convergence is proved under assumptions A1-A3 and the following additional assumption on the noise terms

A10 $\{\epsilon_k\}$ is a sequence of i.i.d. continuous random variables which are independent of $x_k$ and $g_k$.

We state the main convergence results.

**Theorem 2.5.1** [68] Let assumptions A1-A3 and A10 hold. Then, the sequence $\{x_k\}$ generated by Switching SA algorithm with the step sizes (2.12) converges a.s. to $x^*$.
The step size choice can be improved by taking

\[ a_k = \frac{a}{(k + 1 + A)^{q(z_k^k)}}, \]

where \( q(z_k^k) \) is some function of \( z_k^k \). Here, the step size \( a_k \) changes together with the dividing criterion \( l_k \) at each iterate. The authors have also proposed

\[ q(z_k^k) = \max \left[ 1 - \left| \frac{z_k^k - \frac{1}{2}}{k} \right|, 0.501 \right] \]

and

\[ q(z_k^k) = \min \left[ 1, \frac{z_k^k + 0.501}{k} \right]. \]

The quantity \( q(z_k^k) \) is large when the iterates are far away from the optimal solution. Otherwise, \( q(z_k^k) \) is small when the iterates are close to the optimum.
Chapter 3

Stochastic Approximation with New Adaptive Step Sizes

When it is obvious that the goals cannot be reached, don’t adjust the goals, adjust the action steps.

Confucius

In this chapter, a new class of adaptive step size schemes for the SA algorithms is introduced. The two main schemes are introduced and their properties are derived. The schemes are based on the previously observed noisy function values. The convergence theory of SA algorithms with the new schemes is developed.
3.1 Preliminaries

For convenience, let us formulate the main problem again. We consider the following minimization problem in noisy environment

\[
\min_{x \in \mathbb{R}^n} f(x),
\]

where \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is a continuously differentiable, nonlinear and possibly nonconvex function bounded below on \( \mathbb{R}^n \). A unique solution \( x^* \in \mathbb{R}^n \) of (3.1) exists. We assume that observations of the objective function and its gradient disturbed by the noise

\[
F(x) = f(x) + \xi \quad \text{and} \quad G(x) = g(x) + \varepsilon,
\]

are available for all \( x \in \mathbb{R}^n \), where \( \xi \) and \( \varepsilon \) represent the random noise terms defined on a probability space \( (\Omega, \mathcal{F}, P) \). Moreover, we make an additional assumption on the noise terms \( \{\xi_k\} \)

\text{A11} \quad \{\xi_k\} \text{ is a sequence of i.i.d. continuous random variables with a common probability density function (pdf), } p(y) > 0 \text{ a.s. } \forall y \in \mathbb{R}.

From the formulation of problem (3.1) and according to the definition of noisy function value \( F(x) \), (3.2), the noise terms \( \xi_k, k = 0, 1, 2, \ldots \) are already identically distributed. One example of the noise terms that satisfy A11 is a sequence of i.i.d. normal random variables.

In this chapter, a new class of adaptive step size schemes which are based on the fixed number of previously observed noisy function values is presented. At each iterate, using the proposed schemes, interval estimations of the optimal objective function are constructed. The bounds of the intervals are used to determine whether the objective function has been improved. If the current objective function value is larger than the upper interval bound, we declare the iterate as unsuccessful. A zero step size is used in the next iterate. If the function value is smaller than the lower bound of the interval, we declare the iterate as successful one and propose a larger step size in the next iterate. In this manner, we will ensure a
faster progress of the algorithm and avoid small steps especially when the number of iterates gets large. In other words, the schemes avoid using the step sizes proportional to $1/k$ when it is expected that the larger steps will improve the process. If the function value lies in the interval, the step size is obtained by a harmonic rule.

We introduce two main adaptive step size schemes that can be applied to both, gradient and descent direction, SA algorithms. The first scheme estimates optimal function value at each iterate by forming a confidence-like interval for the optimal function values. The interval bounds are shifted means of the previously observed noisy function values. This scheme can be generalized by using a convex combination of the previously observed noisy function values instead of the mean. The second scheme uses Extreme Value Statistics to form the intervals, i.e., maximum and minimum of the previously observed noisy function values as the interval bounds.

The SA algorithms with the proposed step size schemes require an additional measurement, $F_k$, at each iterate compared to the standard SA algorithms. However, we believe that tracking the objective function values may considerably improve the knowledge of the optimization process. The similar reasoning that using the observed function values to accept or reject steps can improve the algorithm’s stability is discussed in [56, 60]. This is also a feature by which our algorithms differ from the Accelerated and Switching SA algorithms. So, the additional measurement at each iterate might be sometimes a good decision, as our numerical results will demonstrate. On the other hand, the proposed schemes also might be good choice for derivative-free settings, when we can only rely on the noisy functional values. In this case, the gradient will be approximated using only functional values, for example with finite differences. We did not consider this case in our numerical experiments, since we suppose that the noisy gradient measurements are known.

3.2 Mean-Sigma Stochastic Approximation

In this section, we present the first adaptive step size scheme.
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3.2.1 Step Size Scheme

As mentioned above, we monitor the previously observed function values to get an insight into whether the objective function is improving. In the $k$th iterate, we construct a confidence-like interval

$$ J_k = \left( \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma, \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma \right), $$

using $m(k)$ previously observed (noisy) function values $F_{k-1}, F_{k-2}, ..., F_{k-m(k)}$, where $m(k) = \min\{k, m\}$. If the observed (noisy) function value in $k$th iterate $F_k$, is smaller than the lower bound of the interval, we consider this scenario as a good one, i.e., we consider that a sufficient decrease of the objective function is achieved. In this case, we propose taking a larger step size in the next $(k+1)$th iterate. Inspired by [42] we chose $a_k = a \theta^{s_k}$, which for large $k$ and large $\theta$, remains large in comparison to step size of the form (2.7). We can still obtain properties of the sequence $\{a_k\}$ suitable for convergence analysis. As it will be demonstrated later, we recommend taking $\theta$ close to 1. Note that $\theta$ is the key parameter in controlling the length of the step size when good scenario occurs. The step size $a_k = a \theta^{s_k}$ with $\theta \approx 1$ will produce longer steps than steps of SA form while the iterates are far away from the solution, but also when the number of iterates becomes large. This can be suitable when we believe that there is strong influence of the noise. If $F_k$ is greater than the upper limit of the interval, we reject the current iterate. Zero step size is used, as implemented, for example in [66]. Otherwise, if $F_k$ lies in the interval, we propose a small safe step size of the form similar to the classical SA step size (2.7).

The formal formulation of the adaptive step size scheme is the following

$$ a_k = \begin{cases} 
  a \theta^{s_k}, & F_k < \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \\
  0, & F_k \geq \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma, \\
  \frac{a}{(t_k+1+A)\alpha}, & \text{otherwise}
\end{cases} \quad (3.3) $$

where $m(k) = \min\{k, m\}, \sigma > 0$ and
• $m \in \mathbb{N}$, $\theta \in (0, 1)$, $a > 0$, $A \geq 0$, $0.5 < \alpha \leq 1$,

• $s_k = s_{k-1} + I \left\{ F_k < \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \right\}$ for $k = 1, 2, \ldots$ and $s_0 = 0$,

• $t_k = t_{k-1} + I \left\{ \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \leq F_k \leq \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma \right\}$ for $k = 1, 2, \ldots$, and $t_0 = 0$.

The scheme (3.3) is called mean-sigma step size scheme. SA algorithm (2.9) with the steps generated by the mean-sigma adaptive step size scheme (3.3) is called Mean-Sigma SA algorithm.

Algorithm 4: Mean-Sigma SA Algorithm

**Step 0.** Choose $x_0 \in \mathbb{R}^n$, $m \in \mathbb{N}$, $\sigma > 0$, $\theta \in (0, 1)$, $a > 0$, $A \geq 0$ and $0.5 < \alpha \leq 1$. Set $k = 0$.

**Step 1.** Choose $d_k$ such that (2.8) holds.

**Step 2.** Calculate $F_k$ and select $a_k$ according to the criterion (3.3).

**Step 3.** Calculate $x_{k+1} = x_k + a_k d_k$.

**Step 4.** If some termination criterion is satisfied then stop. Else, set $k = k + 1$ and go to Step 1.

A special case of Algorithm 4 is when a negative noisy gradient is chosen as the search direction, i.e., $d_k = -G_k$.

The inspiration for intervals $J_k$ is drawn from the interval estimation theory. If the observed function value $F_k$ is considered as an estimate of the optimal function value $f^* = f(x^*)$, then the sequence of the observed function values $F_{k-1}, F_{k-2}, \ldots, F_{k-m(k)}$ can be considered as its sample of length $m(k)$. The interval $J_k$ can be viewed as a confidence-like interval for the expected optimal function value $f^*$, since it is symmetrical around the
3.2 Mean-Sigma Stochastic Approximation

Sample mean \( \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} \). Therefore, if the next estimate \( F_k \) of \( f^* \) is in the interval \( J_k \), we decide to proceed with slow but safe steps.

The convergence of Mean-Sigma SA algorithm is established for an arbitrary constant \( \sigma > 0 \). In practical implementation, the choice of the constant \( \sigma \) is closely related to the noise level. It can be easily shown that in the case of an i.i.d. white noise with variance \( \sigma^2 \), i.e., \( E(\xi_k) = 0 \) and \( Var(\xi_k) = \sigma^2 \), for all \( k \), the mean-square error (MSE) of the function value estimator \( F_k \) of the optimal value \( f^* \) is equal to \( \sigma^2 + (f_k - f^*)^2 \), where \( f_k = f(x_k) \) is the true function value at \( x_k \). Now, since the variance of the sampling distribution of \( F_k \) is often approximated reasonably well by MSE of \( F_k \), \cite{28}, it is justified to relate the noise level \( \sigma \) to constant in the interval \( J_k \). Although the noise level may not be known, in many real phenomenon the order of magnitude of the noise is known. For example, in physical measurements, it is usually the error of the measuring instrument. In cases when there is no information about the magnitude, procedures that estimate noise are applied first.

### 3.2.2 Properties of the Adaptive Step Size Sequence

In this subsection, we will show that the sequence \( \{a_k\} \) generated by the mean-sigma adaptive step size scheme \cite{3.3} satisfies the conditions \cite{2.4} a.s. under assumptions A11.

The mean-sigma scheme \cite{3.3} generates a sequence of random variables. The distribution of the step size \( a_k \) is the following:

\[
a_k : \begin{pmatrix}
0 \\
p_k^1 \\
p_k^2 \\
p_k^3
\end{pmatrix}
\begin{pmatrix}
a \\
\alpha \\
\theta^s_k \\
p_k^3
\end{pmatrix},
\]

where

\[
p_k^1 = P(a_k = 0) = P(F_k > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma),
\]

\[
p_k^2 = \frac{\alpha}{(r_k + 1 + A)^\alpha},
\]

\[
p_k^3 = a \theta^s_k.
\]
\[
 p_k^2 = P(a_k = \frac{a}{(t_k + 1 + A)^\alpha}) \\
 = P\left( \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \leq F_k \leq \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma \right), \\
 p_k^3 = P(a_k = a^{\theta^k}) = P(F_k < \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma),
\]

and \( p_k^1 + p_k^2 + p_k^3 = 1 \). The probabilities \( p_k^1, p_k^2 \) and \( p_k^3 \) cannot be derived explicitly, not even in the i.i.d. case, i.e., when \( f_k = \frac{1}{m(k)} \sum_{j=1}^{m(k)} f_{k-j} \). Also, they depend on the distribution of the noise terms.

Let us denote by \( A_k \) the event that \( m(k) \) consecutive zero steps occur

\[
 A_k = \{ a_{k-1} = a_{k-2} = \ldots = a_{k-m(k)} = 0 \}.
\]

(3.4)

**Lemma 3.2.1** Assume that A11 holds. Let the step size sequence \( \{a_k\} \) be defined by the mean-sigma step size scheme (3.3). Then, for \( k = 1, 2, \ldots \) and \( m \in \mathbb{N} \) the following inequality holds

\[
 P(A_k) > 0,
\]

(3.5)

where \( A_k \) is defined by (3.4).

**Proof.** This lemma states that \( m(k) \) consecutive zero steps occur with nonzero probability. We will prove it by assuming the contrary, that there exists \( k \in \mathbb{N} \) such that

\[
 0 = P(A_k) = P(F_{k-i} > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-i-j} + \sigma, i = 1, 2, \ldots, m(k)).
\]

Consider the events \( \{ F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma \}, i = 1, 2, \ldots, m(k) \).

Obviously,
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\[ \left\{ F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma \right\} \subseteq \left\{ F_{k-i} > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-i-j} + \sigma \right\}, \]

for \( i = 1, 2, \ldots, m(k) \) which further implies

\[ m(k) \bigcap_{i=1}^{m(k)} \left\{ F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma \right\} \subseteq m(k) \bigcap_{i=1}^{m(k)} \left\{ F_{k-i} > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-i-j} + \sigma \right\}. \]

Thus, we obtain

\[ P( \bigcap_{i=1}^{m(k)} F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma ) \leq P( \bigcap_{i=1}^{m(k)} F_{k-i} > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-i-j} + \sigma ). \]

Consequently,

\[ P(F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, \ i = 1, 2, \ldots, m(k)) \]

\[ \leq P(F_{k-i} > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-i-j} + \sigma, \ i = 1, 2, \ldots, m(k)). \]

We have

\[ P(F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, \ i = 1, 2, \ldots, m(k)) = 0. \]

Let us define \( \delta \)-neighbourhood of the optimal value \( f^* = f(x^*) \). We say that \( y \) is in \( \delta \)-neighbourhood of the optimal value \( f^* \) if \( |y - f^*| < \delta \), where \( \delta > 0 \). Denote by \( B_{\frac{\delta}{2}}^k \) the event

\[ B_{\frac{\delta}{2}}^k = \left\{ f_{k-i} \text{ is in } \frac{\delta}{2} - \text{neighbourhood of } f^*, \ i = 1, 2, \ldots, 2m(k) \right\}. \]
Now, we chose $\delta > 0$ such that

$$P(B^k_{\frac{\delta}{2}}) > 0. \quad (3.6)$$

Note that such $\delta > 0$ exists. For example, we can take

$$\delta = 2 \cdot \max_{1 \leq i \leq 2m(k)} |f_{k-i} - f^*| + 1.$$ 

For this choice of $\delta$, we have $P(B^k_{\frac{\delta}{2}}) = 1$.

Now,

$$0 = P\left(F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, i = 1, 2, \ldots, m(k) \right) \quad (3.7)$$

$$\geq P\left(F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, i = 1, 2, \ldots, m(k) \mid B^k_{\frac{\delta}{2}} \right) P(B^k_{\frac{\delta}{2}}).$$

So, (3.6) and (3.7) imply

$$P\left(F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, i = 1, 2, \ldots, m(k) \mid B^k_{\frac{\delta}{2}} \right) = 0.$$

Under the realization of the event $B^k_{\frac{\delta}{2}}$, it can be shown that

$$f_{k-i} - \delta < f_{k-j} < f_{k-i} + \delta, \quad (3.8)$$

for all $i, j = 1, 2, \ldots, 2m(k)$. Now, using (3.8), under the realization of the event $B^k_{\frac{\delta}{2}}$, the inequality

$$\xi_{k-i} > \max_{1 \leq j \leq m(k)} \xi_{k-i-j} + \sigma + \delta$$

implies

$$F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma.$$
and this is true for any \( i = 1, 2, \ldots, m(k) \). Therefore,

\[
0 = P \left( F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} + \sigma, \ i = 1, 2, \ldots, m(k) \mid B^k_{\frac{\sigma}{2}} \right)
\]

\[
\geq P \left( \xi_{k-i} > \max_{1 \leq j \leq m(k)} \xi_{k-i-j} + \sigma + \delta, \ i = 1, 2, \ldots, m(k) \mid B^k_{\frac{\sigma}{2}} \right)
\]

\[
= P \left( \xi_{k-i} > \max_{1 \leq j \leq m(k)} \xi_{k-i-j} + \sigma + \delta, \ i = 1, 2, \ldots, m(k) \right), \quad (3.9)
\]

since the last conditional probability is independent of the condition. Relation (3.9) implies

\[
P \left( \xi_{k-i} > \max_{1 \leq j \leq m(k)} \xi_{k-i-j} + \sigma + \delta, \ i = 1, 2, \ldots, m(k) \right) = 0.
\]

Now,

\[
0 = P \left( \xi_{k-i} > \max_{1 \leq j \leq m(k)} \xi_{k-i-j} + \sigma + \delta, i, j = 1, 2, \ldots, m(k) \right)
\]

\[
= P (\xi_{k-i} > \xi_{k-i-j}, i, j = 1, 2, \ldots, m(k))
\]

\[
\geq P (\xi_{k-1} > \xi_{k-2} + \sigma + \delta > \ldots > \xi_{k-2m(k)} + (2m(k) - 1)(\sigma + \delta))
\]

\[
= I(\sigma + \delta). \quad (3.10)
\]

On the other hand,

\[
I(\sigma + \delta) = \int_{-\infty}^{\infty} p(x_{k-1}) dx_{k-1} \int_{-\infty}^{x_{k-1}-(\sigma+\delta)} p(x_{k-2}) dx_{k-2} \cdots
\]

\[
\int_{-\infty}^{x_{k-2m(k)}+1-(2m(k)-1)(\sigma+\delta)} p(x_{k-2m(k)}) dx_{k-2m(k)} > 0
\]

almost surely for all \( \delta > 0 \), since \( p(x) > 0 \) a.s. by A11, and \( I(\delta) \) is a decreasing function with

\[
\lim_{\delta \to 0} I(\delta) = \frac{1}{(2m(k))!} \quad \text{and} \quad \lim_{\delta \to +\infty} I(\delta) = 0,
\]
which is a contradiction with (3.10). Therefore, the relation (3.5) holds for all $k$.

Under realization of the event $A_k$ we have that $f_k = \frac{1}{m(k)} \sum_{j=1}^{m(k)} f_{k-j}$.

Now, when we know that $m(k)$ consecutive zero steps occur with nonzero probability, we can state the following lemma for conditional distribution of the step size $a_k$.

**Lemma 3.2.2** Assume that A11 holds. Let the step size sequence $\{a_k\}$ be defined by the mean-sigma step size scheme (3.3). Then, for all $k = 1, 2, \ldots$

$$P(a_k = 0|A_k) > 0,$$

$$P(a_k = a\theta^s_k|A_k) > 0$$

and

$$P(a_k = \frac{a}{(t_k + 1 + A)^\alpha}|A_k) > 0,$$

where $A_k$ is the event defined by (3.4). Moreover, for all $k = 1, 2, \ldots$

$$P(a_k = 0) > 0.$$

$$P(a_k = a\theta^s_k) > 0$$

and

$$P(a_k = \frac{a}{(t_k + 1 + A)^\alpha}) > 0.$$

**Proof.** First note that the conditional probabilities are well defined because of the Lemma 3.2.1. Under the realization of the event $A_k$ we have that $f_k = \frac{1}{m(k)} \sum_{j=1}^{m(k)} f_{k-j}$.

Let us start with the first inequality $P(a_k = 0|A_k) > 0$. According to the step size rule (3.3) we have
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\[ P(a_k = 0 | A_k) = P(F_k > \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma | A_k) \]

\[ = P(f_k + \xi_k > \frac{1}{m(k)} \sum_{j=1}^{m(k)} (f_{k-j} + \xi_{k-j}) + \sigma | A_k) \]

\[ = P(\xi_k > \frac{1}{m(k)} \sum_{j=1}^{m(k)} \xi_{k-j} + \sigma | A_k) \]

\[ = P(\xi_k - \frac{1}{m(k)} \sum_{j=1}^{m(k)} \xi_{k-j} > \sigma), \quad (3.11) \]

since the conditional probability is independent of the condition. Let us define \( Y_k \) by

\[ Y_k = \xi_k - \frac{1}{m(k)} \sum_{j=1}^{m(k)} \xi_{k-j}, \]

and let \( p_{Y_k}(\cdot) \) be its pdf. We can think of \( Y_k \) as a difference of two random variables, \( \xi_k \) with pdf \( p(\cdot) \) and \( Z_{k,m(k)} = \frac{1}{m(k)} \sum_{j=1}^{m(k)} \xi_{k-j} \) with pdf \( p_{k,m(k)}(\cdot) \). By the convolution formula for two independent random variables \( X \) and \( Y \), the pdf of their sum \( X + Y \) is

\[ p_{X+Y}(z) = \int_{-\infty}^{\infty} p_Y(z - t)p_X(t)dt, \quad (3.12) \]

where \( p_X(\cdot) \) is pdf of \( X \), and \( p_Y(\cdot) \) is pdf of \( Y \). Now, using (3.12) we can derive recursively the distribution of the random variable \( Z_{k,m(k)} \), since \( \xi_k \) are all independent random variables, by A11. The derived pdf \( p_{k,m(k)}(\cdot) \) is always positive because it only depends on \( p(\cdot) \) which is, by A11, always positive. The pdf of \( Y_k \) is

\[ p_{Y_k}(y) = \int_{-\infty}^{\infty} p(t)p_{k,m(k)}(y - t)dt, \]
and it is always positive, since \( p(\cdot) \) and \( p_{k,m(\cdot)}(\cdot) \) are always positive. Therefore, by (3.11), we have

\[
P(a_k = 0 | A_k) = P(Y_k > \sigma) = \int_{\sigma}^{\infty} p_Y(y) dy > 0.
\] (3.13)

Similarly, we have

\[
P(a_k = a^{\theta_s}k | A_k) = P(Y_k < -\sigma) = \int_{-\infty}^{-\sigma} p_Y(y) dy > 0
\] (3.14)

and

\[
P(a_k = \frac{a}{(t_k + 1 + A)^{\alpha}} | A_k) = P(-\sigma \leq Y_k \leq \sigma) = \int_{-\sigma}^{\sigma} p_Y(y) dy > 0,
\] (3.15)

since \( \sigma > 0 \). Additionally, from Lemma 3.2.1 and (3.13)-(3.15), for all \( k = 1, 2, ... \) we have

\[
P(a_k = 0) \geq P(a_k = 0 | A_k) \cdot P(A_k) > 0,
\]

\[
P(a_k = a^{\theta_s}k) \geq P(a_k = a^{\theta_s}k | A_k) \cdot P(A_k) > 0
\]

and

\[
P(a_k = \frac{a}{(t_k + 1 + A)^{\alpha}}) \geq P(a_k = \frac{a}{(t_k + 1 + A)^{\alpha}} | A_k) \cdot P(A_k) > 0,
\]

which completes the proof. \( \blacksquare \)

The previous lemma leads to the important result which is stated below.

**Lemma 3.2.3** Assume that A11 holds. Let the step size sequence \( \{a_k\} \) be defined by the mean-sigma step size scheme (3.3). Then, there are infinitely many steps \( a_k = \frac{a}{(t_k + 1 + A)^{\alpha}} \) and infinitely many steps \( a_k = a^{\theta_s}k \) almost surely.
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**Proof.** Let us first consider the sequence of events \( T_k = \{ a_k = \frac{a}{(t_k+1+A)^\alpha} \} \); \( k = 1, 2, \ldots \). Define \( \{ T_k \; \text{i.o.} \} \) as the event that an infinite number of events \( T_k, \; k = 1, 2, \ldots \) occur. The abbreviation i.o. means for infinitely often. We will show that the event \( \{ T_k \; \text{i.o.} \} \) occurs almost surely, i.e.,

\[
P(\{ T_k \; \text{i.o.} \}) = P(\{ w | w \in T_k \; \text{for infinitely many } k \in \{1, 2, \ldots\} \}) = 1.
\]  

(3.16)

Let us consider the subsequence \( \{ T_{k(m+1)} \}_k \) of the sequence \( \{ T_k \}_k \). It is a sequence of independent events, because they depend on different random variables \( \xi_k \), which are independent by A11. Analogously, we define the event \( \{ T_{k(m+1)} \; \text{i.o.} \} \) as the event that an infinite number of events \( T_{k(m+1)}, \; k = 1, 2, \ldots \) occur. The event \( \{ T_{k(m+1)} \; \text{i.o.} \} \) is a member of the \( \sigma \)-algebra \( \bigcap_{k=1}^{\infty} \{ \sigma(T_{n(m+1)}), n \geq k \} \). Therefore, we can apply the Kolmogorov 0 − 1 law which states that \( \sigma \)-algebra \( \bigcap_{k=1}^{\infty} \{ \sigma(T_{n(m+1)}), n \geq k \} \) contains only events of probability 0 or 1, [13]. According to the Kolmogorov 0 − 1 law

\[
P(\{ T_{k(m+1)} \; \text{i.o.} \}) \in \{0, 1\}.
\]  

(3.17)

Let us assume that

\[
P(\{ T_{k(m+1)} \; \text{i.o.} \}) = 0.
\]

Because of the inclusion

\[
\bigcap_{k=1}^{\infty} T_{k(m+1)} \subseteq \{ T_{k(m+1)} \; \text{i.o.} \},
\]

we have that

\[
P \left( \bigcap_{k=1}^{\infty} T_{k(m+1)} \right) \leq P(\{ T_{k(m+1)} \; \text{i.o.} \}),
\]

which together with (3.18), imply

\[
P \left( \bigcap_{k=1}^{\infty} T_{k(m+1)} \right) = 0.
\]  

(3.18)
As we mentioned before, $T_{k(m+1)}$, $k = 1, 2, \ldots$ are independent events, so (3.18) is equivalent to
\[ \prod_{k=1}^{\infty} P(T_{k(m+1)}) = 0, \]
which implies that there exists $k_0 \in \mathbb{N}$ such that $P(T_{k_0(m+1)}) = 0$, i.e., $P(a_{k_0} = \frac{a}{(t_{k_0}+1+A)\alpha}) = 0$, which is in contradiction to Lemma 3.2.2.
Therefore,
\[ P(\{T_{k(m+1)} \text{ i.o.}\}) > 0. \quad (3.19) \]
The relation (3.19) together with (3.17), imply
\[ P(\{T_{k(m+1)} \text{ i.o.}\}) = 1. \quad (3.20) \]
Now, because of the inclusion
\[ \{T_{k(m+1)} \text{ i.o.}\} \subseteq \{T_k \text{ i.o.}\}, \]
we have that
\[ P(\{T_{k(m+1)} \text{ i.o.}\}) \leq P(\{T_k \text{ i.o.}\}). \]
The last inequality together with (3.20) imply (3.16), i.e., almost surely there are infinitely many steps $a_k = \frac{a}{(t_k+1+A)\alpha}$. Analogously, we can show that almost surely there are infinitely many steps $a_k = a\theta^k$, which completes the proof.

Remark 3.2.1 As a consequence of Lemma 3.2.3 we have that almost surely infinitely many consecutive steps $a_k = 0$ cannot occur, since almost surely there are infinitely many nonzero steps. This finding will help us during the practical implementation. We can impose a correction condition and limit the number of consecutive zero steps in the following way. If there is some predefined number of successive steps $a_k = 0$, then in the next iterate we are going to take a nonzero safe step of the form (2.7).
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Theorem 3.2.1 Assume that A11 holds. Then, the step size sequence \( \{a_k\} \) defined by the mean-sigma step size scheme (3.3) satisfies the conditions (2.4) almost surely.

Proof. Let us denote events \( C \) and \( D \) by

\[
C = \left\{ k \left| F_k < \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \right. \right\}
\]

and

\[
D = \left\{ k \left| \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} - \sigma \leq F_k \leq \frac{1}{m(k)} \sum_{j=1}^{m(k)} F_{k-j} + \sigma \right. \right\}.
\]

By the definition of the sequence \( \{a_k\} \), (3.3), the following relations hold a.s.

\[
\sum_{k} a_k = \sum_{k \in C} a_{\theta s_k} + \sum_{k \in D} \frac{a}{(t_k + 1 + A)^\alpha} = \infty,
\]

and

\[
\sum_{k} a_k^2 = \sum_{k \in C} (a_{\theta s_k})^2 + \sum_{k \in D} \left( \frac{a}{(t_k + 1 + A)^\alpha} \right)^2 < \infty.
\]

The first relations hold since there are infinitely many steps \( a_k = \frac{a}{(t_k + 1 + A)^\alpha} \) by Lemma [3.2.3]. The second relation holds because there are infinitely many steps \( a_k = a_{\theta s_k}^2 \), also by Lemma [3.2.3]. So, the step size sequence \( \{a_k\} \) satisfies the conditions (2.4) a.s.

We will conclude this section with a short discussion about the parameter \( \sigma \) in the step size scheme (3.3). In each iterate, we construct a confidence-like interval \( J_k \) with the sample size \( m(k) \). Instead of a standard deviation of the mean of \( m(k) \) previously observed noisy function values, standard deviation of the noise terms \( \xi \) is taken. Note that

\[
\frac{1}{m(k)} \sum_{j=1}^{m(k)} [F_{k-j} - E(F_{k-j})]^2 = \frac{1}{m(k)} \sum_{j=1}^{m(k)} [f_{k-j} + \xi_{k-j} - E(f_{k-j} + \xi_{k-j})]^2
\]

\[
= \frac{1}{m(k)} \sum_{j=1}^{m(k)} [\xi_{k-j} - E(\xi_{k-j})]^2. \tag{3.21}
\]
Now, taking expectation of (3.21) we have
\[ E\left[ \frac{1}{m(k)} \sum_{j=1}^{m(k)} [F_{k-j} - E(F_{k-j})]^2 \right] = E\left[ \frac{1}{m(k)} \sum_{j=1}^{m(k)} [\xi_{k-j} - E(\xi_{k-j})]^2 \right] \]
\[ = \frac{1}{m(k)} \sum_{j=1}^{m(k)} E[\xi_{k-j} - E(\xi_{k-j})]^2 \]
\[ = \frac{1}{m(k)} \sum_{j=1}^{m(k)} D[\xi_{k-j}] \]
\[ = \sigma^2. \quad (3.22) \]

We can interpret the result (3.22) in the following way. If we consider \( F_{k-j} \) as an estimator of the true function value \( f_{k-j} \), then the mean value of any \( m(k) \) consecutive mean square errors (MSE) of the objective function is equal to the variance of noise \( \xi \).

### 3.2.3 Generalization of the Mean-Sigma Scheme

The mean-sigma step size scheme (3.3) can be extended to allow using information from the previous iterates in a more general way, [33]. The proposed generalized step size scheme allows past function values to have different influence on the selection of a new step size length. It allows constructing the bigger steps when a sufficient decrease in the objective function is monitored. Let \( x_k \) be the current iterate. We wish to determine the step size \( a_k \) for the next iterate. Denote by \( \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} \) a convex combination of \( m(k) \) previous noisy function values \( F_{k-1}, F_{k-2}, \ldots, F_{k-m(k)} \), where \( m(k) = \min\{k, m\}, m \in \mathbb{N} \) and \( \lambda_{k,j} \geq \lambda > 0, j = 1, 2, \ldots, m(k) \) such that \( \sum_{j=1}^{m(k)} \lambda_{k,j} = 1 \), for all \( k \).

The generalized mean-sigma step size scheme is given by

\[
a_k = \begin{cases} 
  b\theta^{s_k}, & F_k < \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} - \sigma \\
  0, & F_k > \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} + \sigma, \\
  \frac{a}{(t_{k+1} + A)^{\alpha}}, & \text{otherwise}
\end{cases}
\quad (3.23)
\]
where

- \( m(k) = \min\{k, m\}, m \in \mathbb{N}, \sigma > 0, \theta \in (0, 1), b \geq a > 0, A \geq 0, 0.5 < \alpha \leq 1, \)
- \( \lambda_{k,j} \geq \lambda \geq 0, \ j = 1, \ldots, m(k) \) such that \( \sum_{j=1}^{m(k)} \lambda_{k,j} = 1, \)
- \( s_k = s_{k-1} + I \left\{ F_k < \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} - \sigma \right\}, \) for \( k = 1, 2, \ldots, \) and \( s_0 = 0, \)
- \( t_k = t_{k-1} + I \left\{ \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} - \sigma \leq F_k \leq \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} + \sigma \right\}, \) for \( k = 1, 2, \ldots, \) and \( t_0 = 0. \)

Adaptive step sizes defined by the scheme (3.23) differ from the steps generated by the mean-sigma scheme (3.3) in the expression \( \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} \) which allows previous function values to be taken with different weights at each iterate. In this way, the step size scheme (3.23) can use more effectively the information about the optimization process stored in previous function values. Another advantage is that the bigger step sizes can be taken when a sufficient decrease in the objective function is observed.

The step sizes generated by (3.23) have the same properties as the steps generated by (3.3). The SA algorithm (2.9) with the step sizes generated by (3.23) is called CC-Adaptive SA algorithm. In the rest of the thesis, we focus on the Mean-Sigma SA algorithm, but the same conclusions can be drawn for the CC-Adaptive SA Algorithm.

### 3.3 Min-Max Stochastic Approximation

In this section, the second adaptive step size scheme is presented.

#### 3.3.1 Step Size Scheme

The mean-sigma scheme (3.3) estimates the optimal function value at each iterate by forming the interval \( J_k \) using the previously observed noisy function values. In order to enhance the interval estimate, an approach that
Algorithm 5: CC-Adaptive SA Algorithm

**Step 0.** Choose $x_0 \in \mathbb{R}$, $\sigma > 0$, $m \in \mathbb{N}$, $\theta \in (0, 1)$, $b \geq a > 0$, $A \geq 0$, $0.5 < \alpha \leq 1$ and $\lambda > 0$. Set $k = 0$.

**Step 1.** Choose $d_k$ such that (2.8) holds and $\lambda_{k,j} \geq \lambda > 0$, $j = 1, \ldots, m(k)$ such that $\sum_{j=1}^{m(k)} \lambda_{k,j} = 1$.

**Step 2.** Calculate $F_k$ and select $a_k$ according to the criterion (3.23).

**Step 3.** Calculate $x_{k+1} = x_k + a_k d_k$.

**Step 4.** If some termination criterion is satisfied then stop.
Else, set $k = k + 1$ and go to Step 1.

has a direct insight into whether the objective function is improving is suggested. We propose using the minimum and the maximum of $m(k)$ previous noisy function values instead of the shifted mean. Therefore, in each iterate the following interval is constructed

$$
\tilde{J}_k = (\min_{1 \leq j \leq m(k)} F_{k-j}, \max_{1 \leq j \leq m(k)} F_{k-j}).
$$

This approach allows a new step only if there is relatively strong statistical evidence of the improvement of the objective function. The formal rule of the new step size scheme is

$$
a_k = \begin{cases} a\theta^{s_k}, & F_k < \min_{1 \leq j \leq m(k)} F_{k-j} \\ 0, & F_k > \max_{1 \leq j \leq m(k)} F_{k-j}, \\ (t_k+1+A)^\alpha, & \text{otherwise} \end{cases}
$$

(3.24)

where $m(k) = \min\{k, m\}$, and

- $m \in \mathbb{N}$, $\theta \in (0, 1)$, $a > 0$, $A \geq 0$, $0.5 < \alpha \leq 1$,
- $s_k = s_{k-1} + I \{F_k < \min_{1 \leq j \leq m(k)} F_{k-j}\}$ for $k = 1, 2, \ldots$ and $s_0 = 0$, 
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- \( t_k = t_{k-1} + I \{ \min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j} \} \) for \( k = 1, 2, \ldots, \) and \( t_0 = 0. \)

The scheme \((3.24)\) is called min-max step size scheme. SA algorithm \((2.9)\) with the steps generated by the min-max adaptive step size scheme \((3.24)\) are called Min-Max SA algorithm.

**Algorithm 6: Min-Max SA Algorithm**

**Step 0.** Choose \( x_0 \in \mathbb{R}^n, m \in \mathbb{N}, \theta \in (0, 1), a > 0, A \geq 0; \) and \( 0.5 < \alpha \leq 1. \) Set \( k = 0. \)

**Step 1.** Choose \( d_k \) such that \((2.8)\) holds.

**Step 2.** Calculate \( F_k \) and select \( a_k \) according to the criterion \((3.24)\).

**Step 3.** Calculate \( x_{k+1} = x_k + a_k d_k. \)

**Step 4.** If some termination criterion is satisfied then stop. Else, set \( k = k + 1 \) and go to Step 1.

According the min-max scheme \((3.24)\), if \( F_k \) is larger than the maximum of \( m(k) \) previously observed function values, the step \( a_k = 0 \) is taken in the next iterate. If \( F_k \) is smaller than the minimum of \( m(k) \) previously observed function values, we suggest step size \( a_k = a \theta^k \) in the next iterate. Otherwise, if \( F_k \) is inside \( \tilde{J}_k \), we propose a backup step size similar to the step size \((2.7)\), substituting \( k \) with \( t_k \) which counts the mentioned events.

**Remark 3.3.1** Note that bounds of the interval \( \tilde{J}_k \), events \( \{ F_k < \min_{1 \leq j \leq m(k)} F_{k-j} \} \) and \( \{ F_k > \max_{1 \leq j \leq m(k)} F_{k-j} \} \) are modifications of the lower and upper records statistics \( \{ F_k < \min_{1 \leq j \leq k-1} F_j \} \) and \( \{ F_k > \max_{1 \leq j \leq k-1} F_j \} \), respectively. The difference is that bounds of the interval \( \tilde{J}_k \) consist only of \( m(k) \) previous random variables \( F_{k-j} \). The record statistics arise in many areas such as climatology, sports, medicine, traffic, industry and they are very popular among researches, \([39]\).
records theory is developed only when $F_j, j = 1, \ldots, k$ are i.i.d. random variables. In this case, both, upper and lower, record statistics are mutually independent and infinitely many of them occur. These results do not hold for the bounds of $\tilde{J}_k$ because the bounds are not i.i.d. Theory of non i.i.d. records is only developed for the special case when there is a certain linear trend among the variables.

3.3.2 Properties of the Adaptive Step Size Sequence

We will show that under assumption A11, the step size sequence $\{a_k\}$, defined by the min-max scheme (3.24), satisfies the conditions (2.4) almost surely.

Rewriting (3.24), the step size $a_k$ has the following discrete distribution

$$a_k : \left( \begin{array}{c} 0 \\ p_1^k \\ p_2^k \\ p_3^k \end{array} \right)$$

where

$$p_1^k = P(a_k = 0) = P(F_k > \max_{1 \leq j \leq m(k)} F_{k-j}),$$

$$p_2^k = P(a_k = \frac{a}{(t_k + 1 + A)^\alpha}) = P(\min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j})$$

and

$$p_3^k = P(a_k = a^{\theta k}) = P(F_k < \min_{1 \leq j \leq m(k)} F_{k-j}).$$

Since the step sizes generated by (3.24) are discrete random variables, our first step is to determine the distribution of the step sizes and the frequency of the events $\{F_k > \max_{1 \leq j \leq m(k)} F_{k-j}\}, \{F_k < \min_{1 \leq j \leq m(k)} F_{k-j}\}$ and $\{\min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j}\}$. Note that we only need infinitely many events $\{\min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j}\}$ to satisfy (2.4).
Lemma 3.3.1 If the noise terms $\xi_k$ are i.i.d. continuous random variables and $f_k = f_{k-j}$, $j = 1, \ldots, m(k)$, then the following inequalities hold

$$P(F_k > \max_{1 \leq j \leq m(k)} F_{k-j}) = \frac{1}{m(k) + 1},$$

$$P(F_k < \min_{1 \leq j \leq m(k)} F_{k-j}) = \frac{1}{m(k) + 1},$$

$$P(\min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j}) = \frac{m(k) - 1}{m(k) + 1}.$$

Proof. Let us denote by $\Phi(x)$ the cumulative distribution function (cdf) of any random variable $\xi_k$. If we denote by $\Phi^k_j(x)$ the cdf of the random variable $F_{k-j}$, then from $F_{k-j} = f_{k-j} + \xi_{k-j}$, we have that

$$\Phi^k_j(x) = P(F_{k-j} \leq x) = P(f_{k-j} + \xi_{k-j} \leq x) = P(\xi_{k-j} \leq x - f_{k-j})$$

$$= \Phi(x - f_{k-j}).$$  \hspace{1cm} (3.25)

Denote by $\Phi^k_{(m(k))}(x)$ the cdf of the random variable $\max_{1 \leq j \leq m(k)} F_{k-j}$. The i.i.d. property of the noise terms implies that $F_{k-j}$, $j = 1, \ldots, m(k)$ are also independent continuous random variables, so the equality (3.25) and the assumption $f_k = f_{k-j}$, $j = 1, \ldots, m(k)$ imply that

$$\Phi^k_{(m(k))}(x) = P(\max_{1 \leq j \leq m(k)} F_{k-j} \leq x) = P(F_{k-1} \leq x, \ldots, F_{k-m(k)} \leq x)$$

$$= P(F_{k-1} \leq x) \cdots P(F_{k-m(k)} \leq x) = \Phi^k_1(x) \cdots \Phi^k_{m(k)}(x)$$

$$= \Phi(x - f_{k-1}) \cdots \Phi(x - f_{k-m(k)}) = (\Phi(x - f_k))^{m(k)}. \hspace{1cm} (3.26)$$

For any two independent continuous random variables $X$ and $Y$ with cdfs $\Phi_X(x)$ and $\Phi_Y(x)$ respectively, the probability of the event $\{X > Y\}$ can be expressed as

$$P(X > Y) = \int_{-\infty}^{+\infty} \Phi_Y(x) \Phi'_X(x) dx. \hspace{1cm} (3.27)$$
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So, (3.25)-(3.27) and the independence of the random variables $F_k$ and $\max_{1 \leq j \leq m(k)} F_{k-j}$ imply that

$$P(F_k > \max_{1 \leq j \leq m(k)} F_{k-j}) = \int_{-\infty}^{+\infty} (\Phi(x - f_k))^m(k) \Phi'(x - f_k) dx$$

$$= \int_0^1 y^m(k) dy = \frac{1}{m(k) + 1},$$

since $\Phi(x)$ is a cdf and $\lim_{x \to -\infty} \Phi(x) = 0$ and $\lim_{x \to +\infty} \Phi(x) = 1$. Similarly, it can be derived that

$$P(F_k < \min_{1 \leq j \leq m(k)} F_{k-j}) = \frac{1}{m(k) + 1}$$

and finally,

$$P(\min_{1 \leq j \leq m(k)} F_{k-j} \leq F_k \leq \max_{1 \leq j \leq m(k)} F_{k-j}) = 1 - \frac{2}{m(k) + 1} = \frac{m(k) - 1}{m(k) + 1},$$

which completes the proof.

**Remark 3.3.2** If the noise terms are i.i.d. continuous random variables and if there are $m(k)$ consecutive zero steps $a_{k-1} = a_{k-2} = \ldots = a_{k-m(k)} = 0$, then $x_k = x_{k-1} = x_{k-2} \ldots = x_{k-m(k)}$, so $f_k = f_{k-j}$ for $j = 1, \ldots, m(k)$. Therefore, Lemma 3.3.1 holds.

Remark 3.3.2 helps us to recognize the importance of having $m(k)$ consecutive zero steps, i.e., the importance of the event $A_k = \{a_{k-1} = a_{k-2} = \ldots = a_{k-m(k)} = 0\}$. Our next step is to investigate the probability of having $m(k)$ consecutive zero steps.

**Lemma 3.3.2** Assume that A11 holds. Let the step size sequence $\{a_k\}$ be defined by the min-max step size scheme (3.24). Then, for $k = 1, 2, \ldots$ and $m \in \mathbb{N}$, the following inequality holds

$$P(A_k) > 0, \quad (3.28)$$

where $A_k = \{a_{k-1} = a_{k-2} = \ldots = a_{k-m(k)} = 0\}$. 
3.3 Min-Max Stochastic Approximation

**Proof.** Assume the contrary that there exists \( k \in \mathbb{N} \) such that

\[
P(A_k) = 0.
\]

It follows

\[
0 = P(A_k)
= P\left( \bigcap_{i=1}^{m(k)} \left\{ F_{k-i} > \max_{1 \leq j \leq m(k)} F_{k-i-j} \right\} \right)
= P(F_{k-1} > \max_{1 \leq j \leq m(k)} F_{k-1-j}, \ldots, F_{k-m(k)} > \max_{1 \leq j \leq m(k)} F_{k-m(k)-j})
\geq P\left( F_{k-1} > F_{k-2} > \ldots > F_{k-m(k)} > \ldots > F_{k-2m(k)} \right).
\]

Therefore, we have

\[
P\left( F_{k-1} > F_{k-2} > \ldots > F_{k-m(k)} > \ldots > F_{k-2m(k)} \right) = 0.
\]

Similarly, like in the proof of Lemma 3.2.1 let \( B_{k,\frac{\delta}{2}}^{m} \), denote the event

\[
B_{k,\frac{\delta}{2}}^{m} = \left\{ f_{k-j} \text{ is in } \frac{\delta}{2} \text{- neighbourhood of the } f^*, \ j = 1, \ldots, 2m(k) \right\}.
\]

We chose \( \delta > 0 \) such that

\[
P(B_{k,\frac{\delta}{2}}^{m}) > 0. \quad (3.29)
\]

Now,

\[
0 \geq P\left( F_{k-1} > F_{k-2} > \ldots > F_{k-m(k)} > \ldots > F_{k-2m(k)} \bigg| B_{k,\frac{\delta}{2}}^{m} \right) P(B_{k,\frac{\delta}{2}}^{m}). \quad (3.30)
\]

So, from (3.29) and (3.30) we obtain
\begin{align}
P \left( F_{k-1} > F_{k-2} > \ldots > F_{k-m(k)} > \ldots > F_{k-2m(k)} | B_{\delta^2}^k \right) &= 0. \tag{3.31} \\
\end{align}

However, if \( f_{k-j}, j = 1, 2, \ldots, 2m(k) \) are in a \( \delta^2 \)-neighbourhood of the optimal value \( f^* \), then we have

\[
|f_{k-j} - f_{k-i}| \leq |f_{k-j} - f^*| + |f^* - f_{k-i}| < \frac{\delta}{2} + \frac{\delta}{2} = \delta,
\]

for all \( j, i = 1, 2, \ldots, 2m(k) \) and

\[
f_{k-i} - \delta < f_{k-j} < f_{k-i} + \delta.
\]

Under the realization of the event \( B_{\delta^2}^k \), the inequalities

\[
\xi_{k-j} > \xi_{k-j-1} + \delta, \; j = 1, 2, \ldots, 2m(k) - 1
\]

imply that for \( j = 1, 2, \ldots, 2m(k) - 1 \)

\[
F_{k-j} = f_{k-j} + \xi_{k-j} > f_{k-j} + \xi_{k-j-1} + \delta \\
> f_{k-j-1} + \xi_{k-j-1} = F_{k-j-1}.
\]

So,

\begin{align}
P \left( F_{k-j} > F_{k-j-1}, \; j = 1, 2, \ldots, 2m(k) - 1 | B_{\delta^2}^k \right) &\geq \\
P \left( \xi_{k-j} > \xi_{k-j-1} + \delta, \; j = 1, 2, \ldots, 2m(k) - 1 | B_{\delta^2}^k \right). \tag{3.32}
\end{align}

Now, (3.31) and (3.32) imply that

\[
P \left( \xi_{k-j} > \xi_{k-j-1} + \delta, \; j = 1, 2, \ldots, 2m(k) - 1 | B_{\delta^2}^k \right) = 0. \tag{3.33}
\]

Since the conditional probability in (3.33) is independent of the condition, we can rewrite relation (3.33) as

\[
P \left( \xi_{k-j} > \xi_{k-j-1} + \delta, \; j = 1, 2, \ldots, 2m(k) - 1 \right) = 0. \tag{3.34}
\]
Note that

\[ I(\delta) = P(\xi_{k-j} > \xi_{k-j-1} + \delta, j = 1, 2, \ldots, 2m(k) - 1) \]

\[ = P\left(\xi_{k-1} > \xi_{k-2} + \delta > \xi_{k-3} + 2\delta > \ldots > \xi_{k-2m(k)} + (2m(k) - 1)\delta\right) \]

\[ = \int_{-\infty}^{\infty} p(x_{k-1}) dx_{k-1} \int_{-\infty}^{x_{k-1}-\delta} p(x_{k-2}) dx_{k-2} \cdots \int_{-\infty}^{x_{k-2m(k)+1-(2m(k)-1)\delta}} p(x_{k-2m(k)}) dx_{k-2m(k)} > 0 \quad (3.35) \]

almost surely for all \( \delta > 0 \) since \( p(x) > 0 \) a.s. by A11. Moreover, \( I(\delta) \) is a decreasing function, with

\[ \lim_{\delta \to 0} I(\delta) = \frac{1}{(2m(k))!} \quad \text{and} \quad \lim_{\delta \to +\infty} I(\delta) = 0. \]

The relation (3.35) is in contradiction to (3.34). Therefore, (3.28) holds for all \( k \).

Now, when we know that \( m(k) \) consecutive zero steps occur with nonzero probability, we can show that there is nonzero probability of occurring each of the steps \( a_k = a_{\theta_k} \), \( a_k = 0 \) and \( a_k = \frac{a}{(t_k+1+A)^c} \) at each iterate \( k \).

Lemma 3.3.3 Assume that A11 holds. Let the step size sequence \( \{a_k\} \) be defined by the min-max step size scheme (3.24). Then, for all \( k = 1, 2, \ldots \)

\[ P(a_k = a_{\theta_k}) > 0, \quad P(a_k = 0) > 0 \quad \text{and} \quad P(a_k = \frac{a}{(t_k+1+A)^c}) > 0. \]

Proof. From Remark 3.3.2 and Lemma 3.3.1 it follows

\[ P(a_k = a_{\theta_k}) \geq P(a_k = a_{\theta_k} | A_k) \cdot P(A_k) = \frac{1}{m(k) + 1} \cdot P(A_k) > 0, \]

\[ P(a_k = 0) \geq P(a_k = 0 | A_k) \cdot P(A_k) = \frac{1}{m(k) + 1} \cdot P(A_k) > 0 \]
and

\[
P(a_k = \frac{a}{(t_k + 1 + A)^\alpha}) \geq P(a_k = \frac{a}{(t_k + 1 + A)^\alpha} | A_k) \cdot P(A_k)
\]

\[
= \frac{m(k) - 1}{m(k) + 1} \cdot P(A_k) > 0.
\]

Note that the conditional probabilities \(P(\cdot | A_k)\) are well defined because of Lemma 3.2.2.

Lemma 3.3.3 ensures that infinitely many nonzero steps occur almost surely.

**Lemma 3.3.4** Assume that A11 holds. Let the step size sequence \(\{a_k\}\) be defined by the min-max step size scheme (3.24). Then, there are infinitely many steps \(a_k = a_{\theta^*k}\) and infinitely many steps \(a_k = \frac{a}{(t_k + 1 + A)^\alpha}\) almost surely.

**Proof.** The proof is analogous to the proof of Lemma 3.2.3.

**Remark 3.3.3** Analogous conclusion as in Remark 3.3.2 holds. Almost surely infinitely many consecutive steps \(a_k = 0\) cannot occur, since almost surely there are infinitely many nonzero steps.

Lemma 3.3.4 ensures that the step size sequence \(\{a_k\}\) satisfies the conditions (2.4).

**Theorem 3.3.1** Assume that A11 holds. Then, the step size sequence \(\{a_k\}\) defined by the min-max step size scheme (3.24) satisfies the conditions (2.4).

**Proof.** The proof is analogous to the proof of Theorem 3.2.1.
3.4 Convergence Analysis

In this section, we establish the convergence of the proposed algorithms. The case of negative gradient and the case of arbitrarily descent direction are discussed separately.

The SA convergence theorems, Theorem 2.2.1 and Theorem 2.3.1, assume deterministic step sizes \( \{ a_k \} \) that satisfy the conditions (2.4). In order to use these results when the step sizes \( a_k \) are stochastic, we need to assume the following. The steps \( a_k \) are \( \mathcal{F}_k \)-measurable, where \( \mathcal{F}_k \) is the \( \sigma \)-algebra generated by \( x_0, x_1, x_2, \ldots x_k \), and \( \{ x_k \} \) is a sequence generated by the corresponding algorithm. This assumption is similar to the assumption in \cite{49}. Moreover, the step size conditions (2.4) are satisfied almost surely in this case. Under these additional assumptions, the SA convergence theorems, Theorem 2.2.1 and Theorem 2.3.1, also hold when the step sizes \( a_k \) are stochastic.

**Theorem 3.4.1** Assume that A2-A5 and A11 hold. Let \( \{ x_k \} \) be a sequence generated by Mean-Sigma SA, Min-Max SA or CC-Adaptive SA algorithm. Then, the sequence \( \{ x_k \} \) converges to \( x^* \) a.s. for an arbitrary initial approximation \( x_0 \).

**Corollary 3.4.1** Assume that A1-A3 and A11 hold. Let \( \{ x_k \} \) be a sequence generated by Mean-Sigma, Min-Max or CC-Adaptive SA algorithm with \( d_k = -G_k \). Then, the sequence \( \{ x_k \} \) converges to \( x^* \) a.s. for an arbitrary initial approximation \( x_0 \).

Theorem 3.4.1 and Corollary 3.4.1 also hold for the SA algorithms with the generalized scheme (3.23).

3.5 Quasi-Newton Stochastic Approximation

Let us consider the SA algorithm (2.9). Assume that a quasi-Newton direction \( d_k = -B_k^{-1}G_k \) is chosen as the search direction. The quasi-Newton
directions might yield inaccurate and unstable information in noisy environment. One possible remedy is to impose the following condition on $B_k$

\[ \text{for all } k \geq 1, B_k \text{ depends only on } (k-1)\text{th sample set.} \quad (3.36) \]

This is already successfully tested in \[30, 52, 69\]. Note that if the condition \[3.36\] holds, because of the zero-mean assumption A2, we have

\[
E[d_k|\mathcal{F}_k] = E[-B_k^{-1}G_k|\mathcal{F}_k] = -B_k^{-1}E[G_k|\mathcal{F}_k] = -B_k^{-1}E[g_k + \varepsilon_k|\mathcal{F}_k] = -B_k^{-1}g_k.
\]

Assumption A4 can be rewritten as

A4’ for all $k$ there exists $c'_1 > 0$ such that

\[
(x_k - x^*)^T B_k^{-1} g_k \geq c'_1 ||x_k - x^*|| \text{ a.s.}
\]

Another condition on $B_k$ that we impose is the following

there exist $\mu_1, \mu_2 > 0$ such that for all $k \geq 1$, $\mu_1 E \preceq B_k^{-1} \preceq \mu_2 E$. \quad (3.37)

Here, $E$ denotes the $n \times n$ identity matrix, and notation $M \preceq N$ means that the matrix $N - M$ is positive semidefinite. If the condition \[3.37\] is satisfied, then we have

\[
||d_k|| = || - B_k^{-1}G_k|| \leq \mu_2 ||G_k||,
\]

so assumption A5 holds.

Now, we state the convergence theorem for a descent direction method with a quasi-Newton direction and SA step sizes, that follows from previous discussion and Theorem 2.3.1.

**Theorem 3.5.1** Assume that A2, A3 and A4’ hold. Let $\{x_k\}$ be a sequence generated by \[2.9\], with the step size sequence $\{a_k\}$ satisfying the conditions \[2.7\]. A quasi-Newton direction $d_k = -B_k^{-1}G_k$ is chosen with $B_k$ that satisfies conditions \[3.36\] and \[3.37\]. Then the sequence $\{x_k\}$ converges to $x^*$ a.s. for an arbitrary initial approximation $x_0$. 
Corollary 3.5.1 Assume that $A2$, $A3$, $A4'$ and $A11$ hold. Let $\{x_k\}$ be a sequence generated Mean-Sigma SA, Min-Max SA or CC-Adaptive SA algorithm where $d_k = -B_k^{-1}G_k$ is a quasi-Newton direction. Assume that $B_k$ satisfies the conditions (3.36) and (3.37). Then the sequence $\{x_k\}$ converges to $x^*$ a.s. for an arbitrary initial approximation $x_0$.

Convergence of Mean-Sigma, Min-Max or CC-Adaptive SA algorithms with a quasi-Newton direction can be also established under slightly different assumptions. We will remove assumption $A4'$, and we impose similar assumption to assumption $A3$.

$A3'$ There exists a constant $c' > 0$ such that

$$E(||G_k||^2|\mathcal{F}_k) \leq c' \text{ a.s. for all } k.$$  

Assumption $A3'$ is also used in [8] for minimization problems arising in supervised machine learning, where the objective function is strongly convex. To establish a convergence after these changes, an assumption on Lipschitz continuity of the gradient $g(x)$ is needed (assumption $A6$).

Now, we can formulate the second convergence theorem for a descent direction method with a quasi-Newton direction and SA step sizes.

**Theorem 3.5.2** Assume that $A2$, $A3'$ and $A6$ hold. Let $\{x_k\}$ be a sequence generated by (2.9), where $d_k = -B_k^{-1}G_k$ is a quasi-Newton direction, and $B_k$ satisfies the conditions (3.36) and (3.37). Then, for an arbitrary initial approximation $x_0$,

$$\lim_{k \to \infty} ||g_k|| = 0 \text{ a.s.}$$

**Proof.** For each $k$ and some $t \in (0, 1)$, since $x_{k+1} = x_k + a_k d_k$, we have

$$f(x_{k+1}) = f(x_k) + a_k g(x_k + ta_k d_k)^T d_k$$

$$= f(x_k) + a_k g_k^T d_k + a_k (g(x_k + ta_k d_k) - g_k)^T d_k$$

$$\leq f(x_k) + a_k g_k^T d_k + a_k ||g(x_k + ta_k d_k) - g_k|| \cdot ||d_k||.$$
Assumption A6 and \( t \in (0, 1) \) imply that

\[
f(x_{k+1}) \leq f(x_k) + a_k g_k^T d_k + a_k^2 L ||d_k||^2.
\]

For \( d_k = -B_k^{-1} G_k \), because of the condition (3.37), we have

\[
f(x_{k+1}) \leq f(x_k) - a_k g_k^T B_k^{-1} G_k + a_k^2 L ||B_k^{-1} G_k||^2
\]

It holds because of (3.36) and (3.37) and assumptions A2 and A3'. Now, taking the conditional expectation with respect to \( \mathcal{F}_k \), we have

\[
E[f(x_{k+1})|\mathcal{F}_k] \leq f(x_k) - a_k g_k^T B_k^{-1} g_k + a_k^2 L \mu_2 ||G_k||^2|\mathcal{F}_k]
\]

Subtracting \( f^* = f(x^*) \) from the both sides we obtain

\[
E[f(x_{k+1}) - f^*|\mathcal{F}_k] \leq f(x_k) - f^* - a_k \mu_1 ||g_k||^2 + a_k^2 L \mu_2^2 c',
\]

where \( U_k = f(x_k) - f^* \) are nonnegative random variables. Using that \( \sum k a_k^2 < \infty \), from the Theorem of Robbins and Siegmund, we have that \( U_k \) converges a.s. to a random variable \( U \) and \( \sum k a_k \mu_1 ||g_k||^2 < \infty \) a.s. Because of \( \sum k a_k = \infty \), we have that \( \lim_{k \to \infty} ||g_k|| = 0 \) a.s. which completes the proof.

Finally, the second convergence result for algorithms with the proposed step size schemes follows.

**Corollary 3.5.2** Assume that A2, A3', A6 and A11 hold. Let \( \{x_k\} \) be a sequence generated by Mean-Sigma SA, Min-Max SA or CC-Adaptive SA algorithm, where \( d_k = -B_k^{-1} G_k \) is a quasi-Newton direction. Assume that \( B_k \) satisfies the conditions (3.36) and (3.37). Then, for an arbitrary initial approximation \( x_0 \),

\[
\lim_{k \to \infty} ||g_k|| = 0 \text{ a.s.}
\]
Chapter 4

Numerical Implementation

In theory, theory and practice are the same. In practice, they are not.

Yogi Berra

The sensitivity analysis of mean-sigma (3.3) and min-max (3.24) schemes with respect to the parameter \( \theta \) for different levels of noise is conducted. Mean-Sigma SA and Min-Max SA algorithms are tested using different search directions. These algorithms are compared to classical SA algorithms with deterministic steps (2.7) and Switching SA algorithm with the scheme (2.12). The generalized step size scheme (3.23) is also tested. The CC-Adaptive SA algorithm is compared to Mean-Sigma SA algorithm and classical SA algorithm in the application to the linear regression models.

4.1 Testing Procedure

Numerical implementation is carried out on a collection of 20 test problems selected from [38] and [44]. The test functions and the problem dimensions
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$n$ are given in Table 4.1, while the detail description of all problems is listed in Appendix. All test problems have the form of nonlinear least squares

$$f(x) = \sum_{i=1}^{r} f_i^2(x).$$

<table>
<thead>
<tr>
<th>No</th>
<th>Problem</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The Gaussian function</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>The Box 3-dimensional function</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>The variably dimensioned function</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>The Watson function</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>The Penalty Function 1</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>The Penalty Function 2</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>The Trigonometric Function</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>The Beale Function</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>The Chebyquad Function</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>The Gregory and Karney Tridiagonal Matrix Function</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>The Hilbert Matrix Function</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>The De Jong Function 1</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>The Branin RCOS Function</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>The Colville Polynomial</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>The Powell 3D Function</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>The Himmelblau function</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>The Fletcher-Powell helical valley function</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>The Biggs EXP6 function</td>
<td>6</td>
</tr>
<tr>
<td>19</td>
<td>Strictly Convex 1</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>Strictly Convex 2</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.1: Test problems
Test problem

The problems are transformed into noisy ones by adding the normal
distributed noise

\[ \xi \sim \mathcal{N}(0, s^2) \quad \text{and} \quad \varepsilon \sim \mathcal{N}(0, s^2E_{n \times n}) \]

to the function and gradient, where \( s \) denotes the noise level and \( E_{n \times n} \) is the identity matrix. We have tested two different noise levels, \( s = 0.4, 1 \).

The objective function and the gradient value at the current iterate \( x_k \) are calculated using sample average approximation with the sample size 3. For each test problem and each algorithm, \( N = 50 \) independent runs starting from the same initial point are conducted. The final iterate \( x_{\text{end}} \), the final function value \( F_{\text{end}} \) and the final gradient value \( G_{\text{end}} \) are used as exit parameters. The algorithms stop if the gradient value is small enough, \( ||G_k|| \leq c \), where \( c = \min\{\sqrt{ns}, 1\} \) or the maximal number of 200n function evaluations is reached, with each gradient evaluation counted as \( n \) function evaluations. The runs are classified into three categories:

1. convergent runs
2. partially convergent runs
3. divergent runs.

The run is convergent if the method stops due to the gradient tolerance, \( ||G_{\text{end}}|| \leq c \). The number of convergent runs is denoted by \( N_{\text{conv}} \). If \( ||G_{\text{end}}|| > 200\sqrt{n} \), the run is divergent. The number of divergent runs is denoted by \( N_{\text{div}} \). Finally, the run that stopped due to exhausting the maximal number of allowed function evaluations is partially convergent. Their number is denoted by \( N_{\text{par}} \). In these cases the maximal number of function evaluation is not large enough to achieve convergence with the given gradient tolerance, but the function values are nevertheless decreased so the algorithm makes some progress.

Algorithms are tested using both, the gradient and descent direction. The BFGS direction \( d_k = -B_k^{-1}G_k \), is used as the descent direction. The update formula is

\[
B_{k+1} = B_k - \frac{B_k\delta_k\delta_k^TB_k}{\delta_k^TB_k\delta_k} + \frac{\Delta_k\Delta_k^T}{\Delta_k\delta_k},
\]

(4.1)
where
\[ \delta_k = x_{k+1} - x_k \quad \text{and} \quad \Delta_k = G(x_{k+1}, \varepsilon_k) - G(x_k, \varepsilon_k). \]

The gradient difference \( \Delta_k \) was calculated using the same sample set, at \( x_k \) and \( x_{k+1} \), according to the theoretical analysis developed in the previous chapter.

The specification of the parameters for calculations of the step sizes is the following. The values of parameters \( a, A \) and \( \alpha \) are given in Table 4.2. For the parameter \( \sigma \) in the step size scheme (3.3), we use the noise level \( s \) which, as we explained earlier, is closely related to the variance of the sampling distribution of the estimator \( F_k \) of the optimal value \( f^* \). Additional results where these values differ are available in [59]. The most suitable value for parameter \( m \) is derived empirically. We have used \( m = 10 \). Performance of the algorithms for different values of \( m \) is available in [34, 59].

Consecutive zero steps that can occur during the implementation of both proposed schemes (3.3) and (3.24) may lead to no progress of the algorithm. As an additional implementation issue, we limit the number of consecutive zero steps. The following correction is applied. If the number of consecutive zero steps is greater than some predetermined number \( m_{corr} \), in the next iterate the step size \( a_k = \frac{a}{(t_{k+1}+A)^{\alpha}} \) is used. The \( m_{corr} = m + 1 \) is used as the correction value.

### 4.2 Sensitivity Analysis

In this subsection, we analyze Mean-Sigma SA and Min-Max SA algorithms with respect to the parameter \( \theta \) for different levels of noise. A Mean-Squared Error (MSE) of the objective function estimator is used as a sensitivity measure. MSE is given by

\[ MSE(f) = \sum_{i: \|G^{(i)}\| \leq c} \frac{(y^{(i)} - f^*)^2}{N_{conv}}, \]

where \( y^{(i)} \) is last approximate of the optimal function value, \( i = 1, 2, \ldots, 50 \) and \( f^* \) is the optimal function value.
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<table>
<thead>
<tr>
<th>Problem</th>
<th>$a$</th>
<th>$A$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
<td>100</td>
<td>0.75</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>1</td>
<td>0.501</td>
</tr>
<tr>
<td>11</td>
<td>0.5</td>
<td>1</td>
<td>0.501</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>100</td>
<td>0.75</td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>1</td>
<td>0.501</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>100</td>
<td>0.75</td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>1</td>
<td>0.501</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0</td>
<td>0.602</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>0</td>
<td>0.602</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>100</td>
<td>0.501</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>100</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 4.2: Initialization of the parameters $a$, $A$ and $\alpha$

The following abbreviations are used:

- **MSGD** - Mean-Sigma SA algorithm with $d_k = -G_k$
- **MSDD** - Mean-Sigma SA algorithm with $d_k = -B_k^{-1}G_k$
- **MMGD** - Min-Max SA algorithm with $d_k = -G_k$
- **MMDD** - Min-Max SA algorithm with $d_k = -B_k^{-1}G_k$.
The comparative results of MSGD and MSDD are listed in Table 4.3 and Table 4.4. The results of MMGD and MMDD are presented in Table 4.5 and Table 4.6. We report results for two values of the parameter $\theta = 0.75, 0.999$.

![Table 4.3: Mean-Sigma: MSE(f) for Problems 1-10](image)

According to the results, performances of the algorithms are sensitive with respect to the parameter $\theta$, regardless of the chosen scheme, direction and noise. Choosing a larger $\theta$ decreases MSE in almost all cases for smaller level of noise $s = 0.4$, regardless of the chosen direction. When $s = 1$, taking
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#### Table 4.4: Mean-Sigma: MSE(f) for Problems 11-20

<table>
<thead>
<tr>
<th>prb</th>
<th>$\sigma$</th>
<th>MSGD $\theta = 0.75$</th>
<th>MSGD $\theta = 0.999$</th>
<th>MSDD $\theta = 0.75$</th>
<th>MSDD $\theta = 0.999$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.4</td>
<td>7.22E-04</td>
<td>9.80E-05</td>
<td>1.38E-01</td>
<td>9.50E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3.04E-03</td>
<td>5.00E-03</td>
<td>1.46E-01</td>
<td>fail</td>
</tr>
<tr>
<td>12</td>
<td>0.4</td>
<td>2.05E-03</td>
<td>7.20E-05</td>
<td>8.02E+00</td>
<td>1.89E-01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4.42E-03</td>
<td>3.87E-03</td>
<td>2.46E+03</td>
<td>5.87E+01</td>
</tr>
<tr>
<td>13</td>
<td>0.4</td>
<td>8.93E-08</td>
<td>1.53E-01</td>
<td>3.58E-01</td>
<td>6.52E-01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>8.17E-04</td>
<td>9.21E-03</td>
<td>6.26E+00</td>
<td>1.64E+00</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>5.83E-03</td>
<td>2.05E-03</td>
<td>1.77E-02</td>
<td>7.74E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>6.50E-03</td>
<td>fail</td>
<td>2.03E-02</td>
<td>5.00E-03</td>
</tr>
<tr>
<td>16</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
<td>2.76E-01</td>
<td>2.61E-01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>2.28E-01</td>
<td>4.64E+00</td>
<td>2.50E-01</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>6.78E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
<td>1.42E+00</td>
</tr>
<tr>
<td>18</td>
<td>0.4</td>
<td>2.65E-03</td>
<td>2.37E-03</td>
<td>1.97E-03</td>
<td>7.68E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3.44E-03</td>
<td>5.27E-02</td>
<td>4.47E-01</td>
<td>2.75E-01</td>
</tr>
<tr>
<td>19</td>
<td>0.4</td>
<td>1.46E-03</td>
<td>2.00E-04</td>
<td>1.88E-02</td>
<td>5.45E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>8.33E-04</td>
<td>fail</td>
<td>1.19E+00</td>
<td>fail</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>1.46E-03</td>
<td>6.48E-04</td>
<td>2.74E-02</td>
<td>1.46E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>3.72E-01</td>
<td>3.05E+00</td>
<td>2.92E-01</td>
</tr>
</tbody>
</table>

the larger $\theta$ does not produce always such clear pattern in reduction of MSE as for the smaller noise. Therefore, when there exists a strong influence of the noise, it may be useful to take a smaller $\theta$. The smaller $\theta$ will produce larger steps at the beginning of the process.

Regardless of the chosen direction and the level of noise, taking a larger $\theta$ is superior in the number of convergent runs. Moreover, regardless of the noise level and chosen $\theta$, it may be concluded that algorithms with BFGS
### Numerical Implementation

Table 4.5: Min-Max: MSE(f) for Problems 1-10

Min-Max: MSE(f) za probleme 1-10

<table>
<thead>
<tr>
<th>prb</th>
<th>σ</th>
<th>MMGD</th>
<th></th>
<th>MMDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>θ = 0.75</td>
<td>θ = 0.999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>7.20E-05</td>
<td>5.00E-05</td>
<td>2.42E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.46E-03</td>
<td>2.59E-03</td>
<td>8.16E-04</td>
</tr>
<tr>
<td>2</td>
<td>0.4</td>
<td>3.38E-04</td>
<td>1.80E-05</td>
<td>1.70E+01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9.80E-05</td>
<td>1.28E-04</td>
<td>1.30E-01</td>
</tr>
<tr>
<td>3</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>1.69E-05</td>
<td>7.75E-04</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.46E-03</td>
<td>3.31E-03</td>
<td>fail</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>6</td>
<td>0.4</td>
<td>2.90E-04</td>
<td>1.80E-05</td>
<td>6.88E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>8.03E-04</td>
<td>2.88E-04</td>
<td>2.70E-02</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>3.20E-05</td>
<td>1.28E-04</td>
<td>2.32E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>2.63E-04</td>
<td>fail</td>
<td>7.78E+00</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.59E-03</td>
<td>fail</td>
<td>2.94E+01</td>
</tr>
<tr>
<td>9</td>
<td>0.4</td>
<td>3.78E-05</td>
<td>3.10E-05</td>
<td>3.26E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
<td>6.97E-03</td>
</tr>
<tr>
<td>10</td>
<td>0.4</td>
<td>2.45E-01</td>
<td>1.29E-01</td>
<td>6.57E-01</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.44E-01</td>
<td>1.28E-01</td>
<td>3.57E-01</td>
</tr>
</tbody>
</table>

Direction (MSDD and MMDD) have higher number of convergent runs than gradient algorithms (MSGD and MMGD).

In most of the cases, MMGD yields smaller MSE than MSGD. This finding holds regardless of the chosen $m$, [31, 59]. Therefore, Extreme Value Statistics may be more suitable criteria for the step size selection when the direction is negative gradient. On the other hand, it seems that MSDD behaves superior than MMDD, especially for larger level of noise.
4.3 Comparison of the Algorithms

The performance of Mean-Sigma SA and Min-Max SA algorithms is compared to SA algorithms with the classical steps (2.7) and the switching step size scheme (2.12). The following abbreviations are used:

- **SAGD** - Gradient SA algorithm (2.3) with the step sizes (2.7)

<table>
<thead>
<tr>
<th>prb</th>
<th>$\sigma$</th>
<th>MMGD</th>
<th>MMDD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>1.04E-02</td>
<td>1.06E-03</td>
</tr>
<tr>
<td>11</td>
<td>0.4</td>
<td>fail</td>
<td>4.50E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>1.57E-03</td>
</tr>
<tr>
<td>12</td>
<td>0.4</td>
<td>9.78E-06</td>
<td>1.24E-06</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4.59E-05</td>
<td>6.10E-03</td>
</tr>
<tr>
<td>13</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>14</td>
<td>0.4</td>
<td>3.06E-04</td>
<td>2.00E-03</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.25E-03</td>
<td>1.11E-02</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>6.91E-03</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5.53E-03</td>
<td>fail</td>
</tr>
<tr>
<td>16</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td>17</td>
<td>0.4</td>
<td>fail</td>
<td>fail</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.59E-03</td>
<td>5.02E-03</td>
</tr>
<tr>
<td>18</td>
<td>0.4</td>
<td>3.38E-04</td>
<td>5.12E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>3.20E-03</td>
<td>7.84E-02</td>
</tr>
<tr>
<td>19</td>
<td>0.4</td>
<td>3.43E-01</td>
<td>8.82E-04</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.12E-01</td>
<td>2.62E+01</td>
</tr>
</tbody>
</table>

Table 4.6: Min-Max: MSE(f) for Problems 11-20

Min-Max: MSE(f) za probleme 11-20

4.3 Comparison of the Algorithms

The performance of Mean-Sigma SA and Min-Max SA algorithms is compared to SA algorithms with the classical steps (2.7) and the switching step size scheme (2.12). The following abbreviations are used:

- **SAGD** - Gradient SA algorithm (2.3) with the step sizes (2.7)
• SADD - Descent direction SA algorithm (2.9) with $d_k = -B_k^{-1}G_k$ and the step sizes (2.7).

• XDGD - Switching SA algorithm

The number of function evaluations in successful and partially successful runs is chosen as the performance measures

$$\pi_{ij} = \frac{1}{|N\text{con}_{ij} \cup N\text{par}_{ij}|} \sum_{r \in N\text{con}_{ij} \cup N\text{par}_{ij}} \frac{f\text{calc}_{ij}^r}{n_j},$$

where $N\text{con}_{ij}$ is the number of successful runs for $i$th Algorithm to solve problem $j$, $N\text{par}_{ij}$ is the number of partially successful runs for $i$th Algorithm to solve problem $j$, $f\text{calc}_{ij}^r$ is the number of function evaluations needed for $i$th Algorithm to solve problem $j$ in $r$th run and $n_j$ is the dimension of problem $j$, $i = 1, \cdots, 7$, $j = 1, \cdots, 20$, $r = 1, \cdots, 50$. We used $\theta = 0.999$.

Overviews of the successful, partially successful and unsuccessful runs for the noise levels $s = 0.4$ and $s = 1$ are given in Figure 4.1 and Figure 4.2, respectively. The results demonstrate that Mean-Sigma SA and Min-Max SA algorithms have the smallest number of divergent runs and the highest number of convergent runs regardless of the chosen direction and the noise level. Algorithms MSDD and MMDD are significantly better than the corresponding SADD algorithm for both noise levels. Mean-Sigma SA and Min-Max SA algorithms are competitive with the Switching SA algorithm which confirms that taking noisy function values as a criterion for adjusting steps can improve the optimization process.

Figure 4.3 and Figure 4.4 show performance profiles for $s = 0.4$ and $s = 1$, respectively. For both levels of noise, Mean-Sigma SA and Min-Max SA algorithms outperform all other tested algorithms regardless of the chosen direction and noise level.
4.4 Application to Regression Models

In this section we consider a linear regression model given in the matrix form

\[ y = X \beta + \epsilon, \]  

(4.2)
where

- \( y = (y_1, y_2, \ldots, y_n)^T \) is the vector of dependent variables,
4.4 Application to Regression Models

- $X = [x_{ij}]_{n \times p}$ is the matrix of independent variables,
- $\beta = (\beta_1, \beta_2, \ldots, \beta_p)^T$ is the vector of associated regression coefficients,
- $\epsilon = (\epsilon_1, \epsilon_2, \ldots, \epsilon_n)^T$ is the vector of i.i.d. random errors with $E(\epsilon_i) = 0$ and $D(\epsilon_i) = s^2$.

The most commonly used method for estimating the unknown parameters $\beta_1, \beta_2, \ldots, \beta_p$ is the Ordinary Least-Square (OLS) method, where the residual square error

$$RSS = \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2$$

is minimized. In other words, the parameter estimates are obtained by solving the unconstrained OLS optimization problem

$$\hat{\beta}_{\text{ols}} = \arg\min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2.$$ (4.3)

The estimators obtained by the OLS method are unbiased and consistent. However, they often have low bias, but large variance. To overcome this deficiency of the OLS method and improve the estimates, introduction of an additional information via the process of regularization is suggested. Tibshirani introduced the Least Absolute Shrinkage and Selection Operator (LASSO) regularization method, [61]. LASSO regularization is a process of adding constraints in the form of $L_1$-norm of the parameter vector $\beta$. The associated unconstrained optimization problem is given by

$$\hat{\beta}_{\text{lasso}} = \arg\min_{\beta \in \mathbb{R}^p} \left\{ \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{p} x_{ij} \beta_j \right)^2 + \mu \sum_{j=1}^{p} |\beta_j| \right\}. \quad (4.4)$$

Due to the nature of the $L_1$ penalty, the LASSO method automatically does the selection of independent variables. In practice, the value of $\mu$, as the level of regularization, is predefined, or it is chosen from some candidate set...
using selection methods as Cross-Validation, Bayesian information criterion or Akaike information criterion.

SA algorithm (2.3) with the steps (2.7), Mean-Sigma SA algorithm and CC-Adaptive SA algorithm are applied for solving the problem (4.4) in order to find the estimates of the parameter vector $\beta$ in the regression model (4.2). The direction $d_k = -G_k$ is taken. The abbreviation CCGD is used for CC-Adaptive SA algorithm which uses negative gradient direction, while the abbreviations for the other two algorithms are the same as in the previous sections (SAGD and MSGD).

The application is illustrated on the following example.

Example 1 [61] In this example we are looking for the estimate of the parameter $\beta$ in $Y = X\beta + \epsilon$, where the true value of $\beta$ is

$$\beta = (3, 1.5, 0, 2, 0, 0, 2, 0)^T.$$

We simulated $N = 50$ data sets of $n = 100$ observations, where the random errors $\epsilon_i, i = 1, 2, ..., n$ are i.i.d. with normal distributions

$$\epsilon_i \sim N(0, s^2), i = 1, 2, ..., n,$$

with $s = 3$. The column vectors $X_i, i = 1, 2, ..., p$ of the matrix $X$ of independent variables are chosen to have $n$-dimensional normal distributions

$$X_j \sim N(0, C), j = 1, 2, ..., p,$$

where the covariance matrix $C = [c_{ij}]$ is such that $c_{ij} = \rho^{|i-j|}, i, j = 1, 2, ..., p$, with $\rho = 0.5$, [62]. The K-fold cross-validation with $K = 5$ is used to estimate the regularization level $\mu$ in (4.4), [14]. As a candidate set for the regularization parameter $\mu$, the set $\{0, 0.01, 0.1, 1, 10, 100\}$ is considered.

The values of parameters used in the step sizes are $a = 0.001$, $A = 0, 10, 100$, $\alpha = 0.602$, $m = 10$, $\theta = 0.99$ and $b = 1$. Results that we present are obtained with $m = 10$ and $\theta = 0.99$. The coefficients $\lambda_{k,j}$ are chosen as follows

$$\lambda_{k,1} = \begin{cases} 1, & F_k > \sum_{j=1}^{m(k)} \lambda_{k,j} F_{k-j} \\ \hat{\lambda}_{k,1}, & \text{otherwise} \end{cases},$$
and

\[
\lambda_{k,j} = \begin{cases} 
0, & F_k > \sum_{j=1}^{m(k)} \tilde{\lambda}_{k,j} F_{k-j}, \ j = 2, \ldots, m(k), \\
\tilde{\lambda}_{k,j}, & \text{otherwise}
\end{cases}
\]

where

\[
\tilde{\lambda}_{k,j} = \lambda, \ j \neq \tilde{j} \quad \text{and} \quad \tilde{\lambda}_{k,\tilde{j}} = 1 - (m(k) - 1)\lambda,
\]

\(\lambda = 0.01\) and \(\tilde{j}\) is such that \(F_{k-\tilde{j}} = \max_{1 \leq j \leq m(k)} F_{k-j}\). The gradient of the objective function in (4.4) is approximated by the finite differences with step \(h = 10^{-5}\).

Comparison of the algorithms is based on the evaluation of Mean Square Error (MSE) and Median Square Error (MedianSE) defined by

\[
MSE = \frac{1}{N} \sum_{k=1}^{N} (\hat{\beta}^k - \beta)^T C (\hat{\beta}^k - \beta)
\]

and

\[
\text{MedianSE} = \text{Median}\{(\hat{\beta}^k - \beta)^T C (\hat{\beta}^k - \beta), k = 1, 2, \ldots, N\},
\]

respectively, where \(\hat{\beta}^k\) is the \(k\)th estimate of the parameter \(\beta\).

MSE and MedianSE for different values of the parameter \(A\) and different initial iterates \(\beta_0\) in the optimization processes are given in Table 4.7, Table 4.8 and Table 4.9.

MSGD and CCGD have been equally successful with little difference in MSEs or MedianSEs, almost always in favour of (3.3), except for \(A = 10\) and initial point \(\beta_0 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0)^T\), when result in bigger MSE and MedianSE.

MSGD and CCGD have better performance when the optimization process starts far from the solution. SAGD is very sensitive with respect to the choice of the parameter \(A\), which is not the case for the algorithm with the new step size schemes.
### Table 4.7: MSE and MedianSE, $A = 0$

MSE i MedijanaSE, $A = 0$

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MedianSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = (0, 0, 0, 0, 0, 0, 0, 0)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>0.67713284</td>
<td>0.65167476</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.73254119</td>
<td>0.65512802</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.73114389</td>
<td>0.64433737</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MedianSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = (10, 10, 10, 10, 10, 10, 10, 10)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>0.81613584</td>
<td>0.73665411</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.71485402</td>
<td>0.66087552</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.72263938</td>
<td>0.66571446</td>
</tr>
</tbody>
</table>

### Table 4.8: MSE and MedianSE, $A = 10$

MSE i MedijanaSE, $A = 10$

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MedianSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = (0, 0, 0, 0, 0, 0, 0, 0)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>0.72407352</td>
<td>0.70555047</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.74199922</td>
<td>0.67134859</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.73055080</td>
<td>0.65525906</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MedianSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = (10, 10, 10, 10, 10, 10, 10, 10)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>1.05999336</td>
<td>0.99529997</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.71411317</td>
<td>0.66605187</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.72268785</td>
<td>0.66862433</td>
</tr>
</tbody>
</table>
### 4.4 Application to Regression Models

<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MedianSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0 = (0, 0, 0, 0, 0, 0, 0)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>1.13762219</td>
<td>1.17352551</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.71541790</td>
<td>0.64763942</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.72503869</td>
<td>0.65551539</td>
</tr>
<tr>
<td>$\beta_0 = (10, 10, 10, 10, 10, 10, 10)^T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGD</td>
<td>2.21081217</td>
<td>2.15215925</td>
</tr>
<tr>
<td>MSGD</td>
<td>0.70413645</td>
<td>0.63140689</td>
</tr>
<tr>
<td>CCGD</td>
<td>0.70862254</td>
<td>0.63606241</td>
</tr>
</tbody>
</table>

Table 4.9: MSE and MedianSE, $A = 100$

MSE i MedijanaSE, $A = 100$
Future Work

Science is always wrong, it never solves a problem without creating ten more.

George Bernard Shaw

In the thesis we have proposed two adaptive step size schemes for SA algorithms. According to the schemes, the step sizes selection is based on the previously observed noisy function values. Larger steps are used if values of the objective function are decreased sufficiently. Under a non restrictive assumption of i.i.d. continuous random noise with a positive pdf, the generated step size sequences have the desired SA step size property. The almost sure convergence of SA algorithms with the proposed adaptive step size schemes is established. Numerical results verify better performance of the SA algorithms with new adaptive step sizes compared to the existing algorithms with adaptive step sizes. In the future, it will be challenging to analyze convergence in a more general case of state dependent noise and with no restrictions to its pdf, since we have obtained good numerical results in these cases too. It will also be interesting to introduce variability in constants $m$ and $\sigma$. 
Appendix

The list of test problems is the following.

**Problem 1.** Gaussian function; $n = 3$, $r = 15$

$$f_i(x) = x_1 \exp\left(-x_2(t_i - x_3)^2\right) - y_i \text{ and } t_i = (8 - i)/2,$$

where $y_1 = y_{15} = 0.0009$, $y_2 = y_{14} = 0.004$, $y_3 = y_{13} = 0.0175$, $y_4 = y_{12} = 0.0540$, $y_5 = y_{11} = 0.1295$, $y_6 = y_{10} = 0.2420$, $y_7 = y_9 = 0.3521$ and $y_8 = 0.3989$, $x_0 = (0.4, 1, 0)$, $x^* - \text{unknown}$, $f^* = 1.12793 \cdot 10^{-8}$;

**Problem 2.** Box three-dimensional function; $n = 3$, $r = 10$

$$f_i(x) = \exp[-t_i x_1] - \exp[-t_i x_2] - x_3(\exp[-t_i] - \exp[-10t_i]),$$

where $t_i = \frac{i}{10}$, $i = 1, ..., m$, $x_0 = (0, 10, 5)$, $x^* = (1, 10, 1)$ or $(10, 1, -1)$ or $x_1 = x_2$ and $x_3 = 0$, $f^* = 0$;

**Problem 3.** The variably dimensioned function; $n = 4$, $r = 8$

$$f_1(x) = x_1 - 0.2, \quad f_i(x) = 10^{-5/2}(\exp(\frac{x_i}{10}) + \exp(\frac{x_{i-1}}{10}) - y_i),$$

where $2 \leq i \leq n$, and

$$f_i(x) = 10^{-5/2}(\exp(\frac{x_{i-n+1}}{10}) - \exp(-\frac{1}{10})), \quad n < i < 2n,$$

$$f_{2n}(x) = \sum_{j=1}^{n}(n - j + 1)x_j^2 - 1, \quad y_i = \exp(\frac{i}{10}) + \exp(\frac{i - 1}{10}),$$
\[ x_0 = (0.75, 0.5, 0.25, 0), \ x^* \text{ - unknown, } f^* = 9.37629 \cdot 10^{-6}; \]

**Problem 4.** [38] The Watson function; \( n = 6, r = 13 \)

\[ f_i(x) = x_3e^{-t_ix_1} - x_4e^{-t_ix_2} + x_6e^{-t_ix_5} - y_i; \]

\[ t_i = 0.1i, \ y_i = e^{-t_i} - 5e^{-10t_i} + 3e^{-4t_i}, \]

\[ x_0 = (10, 10, 1, 1, 10, 1), \ x^* = (1, 10, 1, 5, 4, 3), \ f^* = 0; \]

**Problem 5.** [38] Penalty function I; \( n = 10, r = 11 \)

\[ f_i(x) = 10^{-5/2}(x_i - 1), \ 1 \leq i \leq 10, \ f_{n+1}(x) = \left( \sum_{j=1}^{n} x_j^2 \right) - \frac{1}{4}, \]

\[ x_0 = (1, 1, ..., 1), \ x^* \text{ - unknown, } f^* = 7.08765 \cdot 10^{-5}; \]

**Problem 6.** [38] Penalty function II; \( n = 4, r = 8 \)

\[ f_1(x) = x_1 - 0.2, \ f_i(x) = 10^{-5/2}(\exp(\frac{x_i}{10}) + \exp(\frac{x_{i-1}}{10}) - y_i), \]

\[ 2 \leq i \leq n, \text{ and } \]

\[ f_i(x) = 10^{-5/2}(\exp(\frac{x_{i-n+1}}{10}) - \exp(\frac{-1}{10})), \ n < i < 2n, \]

and

\[ f_{2n}(x) = \left( \sum_{j=1}^{n} (n - j + 1)x_j^2 \right) - 1, \ y_i = \exp(\frac{i}{10}) + \exp(\frac{i-1}{10}), \]

\[ x_0 = (1/2, 1/2, ..., 1/2), \ x^* \text{ - unknown, } f^* = 9.37629 \cdot 10^{-6}; \]

**Problem 7.** [38] Trigonometric function; \( n = 10, r = 10, i = 1, \ldots, n \)

\[ f_i(x) = n - \sum_{j=1}^{n} \cos x_j + i(1 - \cos x_i) - \sin x_i, \]
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\[ x_0 = (1, 0, \ldots, 1, 0), \ x^* - \text{unknown}, \ f^* = 0; \]

**Problem 8.** [38] Beale function; \( n = 2, \ r = 3, \ i = 1, \ldots, n \)

\[ f_i(x) = y_i - x_1 (1 - x_2^i), \]

\[ y_1 = 1.5, \ y_2 = 2.25, \ y_3 = 2.625 \]

\[ x_0 = (1, 1), \ x^* = (3, 0.5), \ f^* = 0; \]

**Problem 9.** [38] Chebyquad function; \( n = 10, \ r = 10 \)

\[ f_i(x) = \frac{1}{n} \sum_{j=1}^{n} T_i(x_j) - \int_0^1 T_i(x)dx, \]

\( T_i \) is the \( i \)-th Chebyshev polynomial shifted to the interval \([0, 1]\);

\[ \int_0^1 T_i(x)dx = 0 \text{ for i-odd}, \]

\[ \int_0^1 T_i(x)dx = \frac{-1}{i^2 - 1} \text{ for i-even}. \]

\[ x_0 = (1/(n+1), 2/(n+1), \ldots, n/(n+1)), \ x^* - \text{unknown}, \ f^* = 6.50395 \times 10^{-3}; \]

**Problem 10.** [38] The Gregory and Karney Tridiagonal Matrix Function; \( n = 4 \)

\[ f(x) = x' Ax - 2x_1, \]

where \( A \) is the \((-1, 2, -1)\) tridiagonal matrix, except that \( A(1, 1) = 1, \)

\[ x_0 = (0, 0, 0, 0), \ x^* = (n, n-1, \ldots, 2, 1), \ f^* = -n; \]

**Problem 11.** [38] The Hilbert Matrix Function; \( n = 4 \)

\[ f(x) = x^T Ax, \]
where $A$ is $n \times n$ Hilbert matrix, i.e., $a_{ij} = \frac{1}{i+j-1}$ for $i, j = 1, \ldots, n$, $x_0 = (1, 1, 1, 1)$, $x^* = (0, 0, 0, 0)$, $f^* = 0$;

**Problem 12.** The De Jong Function 1; $n = 3$

$$f(x) = \sum_{i=1}^{n} x_i^2,$$

$x_0 = (-5.12, 0, 5.12)$, $x^* = (0, 0, 0)$, $f^* = 0$;

**Problem 13.** The Branin RCOS Function; $n = 2$

$$f(x) = (x_2 - \frac{5.1}{4\pi} x_1^2 + \frac{5}{\pi} x_1 - 6)^2 + 10(1 - \frac{1}{8\pi}) \cos x + 10,$$

$x_0 = (-1, 1)$;

**Problem 14.** The Colville Polynomial; $n = 4$;

$$f(x) = 100(x_2 - x_1)^2 + (1 - x_1)^2 + 90(x_4 - x_3)^2 + (1 - x_3)^2 + 10.1((x_2 - 1)^2 + (x_4 - 1)^2) + 19.8(x_2 - 1)(x_4 - 1),$$

$x_0 = (1/2, 1, -1/2, -1)$, $x^* = (-\pi, 12.275)$, $x^* = (\pi, 2.275)$, $x^* = (9.42478, 2.475)$, $f^* = 0.397887$;

**Problem 15.** The Powell 3D Function; $n = 3$;

$$f(x) = 3 - \left( \frac{1}{1 + (x_1 - x_2)^2} \right) - \sin (\pi x_2 x_3 / 2) - \exp \left( - \left( \frac{x_1 + x_2}{x_2} \right) - 2 \right)^2,$$

$(0, 1, 2)$, $x^* = (0, 0, 0)$;

**Problem 16.** The Himmelblau function; $n = 2$;

$$f(x) = (x_1^2 + x - 11)^2 + (x_1 + x_2^2 - 7)^2,$$
\[ x_0 = (-1.3, 2.7), \ x^* = (3, 2), \ x^* = (3, 2), \ x^* = (-.2805118, 3.131312), \]
\[ x^* = (-3.779310, -3.283186), \ x^* = (3.584428, -1.848126), \ f^* = 0; \]

**Problem 17.** \[44\] The Fletcher-Powell helical valley function; \( n = 3 \)

\[
f(x) = 100(x_3 - 10\theta)^2 + 100(\sqrt{x_1^2 + x_2^2} - 1)^2 + x_3^2;
\]

\[ x_0 = (-1, 0, 0), \ x^* = (1, 0, 0), \ f^* = 10; \]

**Problem 18.** \[44\] The Biggs EXP6 function; \( n = 6, m = 13, i = 1, \ldots, n \)

\[
f_i(x) = x_3e^{-t_i}x_1 - x_4e^{-t_i}x_2 + x_6e^{-t_i}x_5 - y_i,
\]
\[
t_i = 0.1i, \ y_i = e^{-t_i} - 5e^{-10t_i} + 3e^{-4t_i}
\]

\[ x_0 = (10, 10, 1, 1, 10, 1), \ x^* = (1, 10, 1, 5, 4, 3), \ f^* = 0; \]

**Problem 19.** \[44\] The Strictly Convex 1; \( n = 10 \)

\[
f(x) = \sum_{i=1}^{n} (e^{x_i} - x_i)
\]

\[ x_0 = (1/n, \ldots, i/n, \ldots, 1), \ x^* = (0, \ldots, 0), \ f^* = 10; \]

**Problem 20.** \[44\] The Strictly Convex 2; \( n = 10 \)

\[
f(x) = \sum_{i=1}^{n} \frac{i}{10}(e^{x_i} - x_i), x = (x_1, \ldots, x_n)
\]

\[ x_0 = (1, \ldots, 1), \ x^* = (0, \ldots, 0), \ f^* = 5.5; \]
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